
Introduction
Determination of Positive Eigenvalue

Positivity of Eigenvectors
Positivity of Eigenvectors

Experiment Result
Conclusion

Signature-based Method of Deciding Program
Termination

Yaohui Li

Tianjin University of Technology and Education

October 24, 2012

Yaohui Li Signature-based Method of Deciding Program Termination



Introduction
Determination of Positive Eigenvalue

Positivity of Eigenvectors
Positivity of Eigenvectors

Experiment Result
Conclusion

Outline

I Introduction

I Determination of Positiove Eigenvalue

I Positivity of Eigenvector

I Experimental Result

I Conclusion

Yaohui Li Signature-based Method of Deciding Program Termination



Introduction
Determination of Positive Eigenvalue

Positivity of Eigenvectors
Positivity of Eigenvectors

Experiment Result
Conclusion

Introduction

I In recent years, mathematician and computer scientist apply
computer algebra to program termination.

I Yong Cao, et al use Wu’s characteristic set method and mathe-
matical induction to prove the correctness of recursive program.

I Nikolaj Popov, Tudor Jebelean use computer algebra techniques
for the specification, verification and synthesis of recursive pro-
grams.

I Lu Yang, et al reduce program verification to semi-algebraic
system , then use DISCOVERER to isolate real roots so as to
analyze termination or reachability of the program.
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Introduction

I To avoid real root isolation, this paper converts program ter-
mination to the existence of real zeros in polynomial. Program
termination is decided by counting sign changes of discriminant
sequence. However, this method is inefficient because of many
determinants computation in it. Hence, we use Gröbner ba-
sis method to improve the construction of sign list of positive
real eigenvalue which satisfies cTv > 0. The algorithm is im-
plemented by using symbolic computation and the experiment
results demonstrate its correctness.
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Determination of Positive Eigenvalue

I Considering the linear program of the following form

P : while(cTx > 0){x := Ax} (1)

where x ∈ Rn, c = {ci |ci ∈ R} is N × 1 vector and A =
(aij) ∈ R is a M × N matrix.

I Theorem[Tiwari]. If the linear loop program P, defined by an
(N×N) matrix A and a nonzero N×1-vector c, is nonterminat-
ing then there exists a real eigenvector v of A, corresponding
to positive eigenvalue, such that cTv ≥ 0.

Yaohui Li Signature-based Method of Deciding Program Termination



Introduction
Determination of Positive Eigenvalue

Positivity of Eigenvectors
Positivity of Eigenvectors

Experiment Result
Conclusion

Determination of Positive Eigenvalue

Let F (x) ∈ R(x) with F (x) = a0x
m + a1x

m−1 + · · ·+ am and
G (x) be another polynomial. Then, R(x) and M are as follows:

R(x) = rem(F ′G ,F ) = b1x
m−1 + · · ·+ bm.

M =




a0 a1 a2 · · · am

0 b1 b2 · · · bm

a0 a1 a2 · · · am

0 b1 b2 · · · bm
...

...
...

a0 a1 a2 · · · am

0 b1 b2 · · · bm
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Determination of Positive Eigenvalue

I Given a sign list [s1, s2, · · · , sn], if [si , si+1, · · · , si+j ] is a section
of it, where si 6= 0, si+1 = si+2 = · · · = si+j−1 = 0, si+j 6=
0, then, we replace the subsection [si+1, si+2, · · · , si+j−1] by
[−si ,−si , si , si , −si , −si , si , si ,−si , · · · ], i.e. , εi+r = (−1)b(r+1)/2c·
si for r = 1, 2, · · · , j − 1. Otherwise, εk = sk . The new list is
called as revised sign list(RSL).

I Yang proved the following theorem:
Theorem[Yang]. Given real coefficient polynomials F = F (x)
and G = G (x), if the sign changes number of RSL(F ,G ) is n
and Dη 6= 0 but Dt = 0 (t > η), then η−2n = #FG+ −#FG− .

Yaohui Li Signature-based Method of Deciding Program Termination



Introduction
Determination of Positive Eigenvalue

Positivity of Eigenvectors
Positivity of Eigenvectors

Experiment Result
Conclusion

Determination of Positive Eigenvalue

where

#FG+ = card({x ∈ R|F (x) = 0,G (x) > 0}),
#FG− = card({x ∈ R|F (x) = 0,G (x) < 0}).

I Base on the theorem, we check the existence of positive eigen-
value
First, get the characteristic polynomial from matrix A and as-
sume it is F (x).
Second, compute its derivative F ′(x) according to the method
above.
Third, construct R(x) = Rem(F ′(x)G (x),F (x))(Do not dis-
cuss the selection of G(x) temporarily)
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Determination of Positive Eigenvalue

I Four, use Maple to generate Bezout matrix of polynomials F (x)
and R(x) and obtain RSL from the matrix.

I Finally, according to theorem 2(Yang) to compute the signature
so as to check the existence of positive eigenvalue.

I Now we talk about selection of G (x)
In order to decide the number of positive eigenvalue, select
three different functions as G (x).
(1)Let G(x)=1. The value of G (x) has nothing to do with x ,
the total number of real zeros is decided.
(2)Let G(x)=x. The difference between the number of positive
eigenvalue and that of negative ones is decided.
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Determination of Positive Eigenvalue

I (3)Let G (x) = x2. G (x) > 0 holds no matter what positive or
negative eigenvalue is. In this case, we decide the number of
eigenvalue which is not 0.
Therefore, there is




1 1 1
0 1 −1
0 1 1







#Fx=

#Fx>

#Fx<


 =




m − 2n
m − 2n′

m − 2n′′


 ,

Furtherly, we derive



#Fx=

#Fx>

#Fx<


 =




1 0 −1

0 1
2

1
2

0 −1
2

1
2







m − 2n
m − 2n′

m − 2n′′


 . (2)
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Determination of Positive Eigenvalue

where m = max(deg(F ), deg(R)) and it is order of Bezout matrix,
n, n′, n′′ are the sign change numbers when G (x) = 1, x , x2

respectively.
If m = 2n′′or#Fx+ = m − (n′ + n′′) = 0 means there is no positive
eigenvalues, then program P is terminating.
Disadvantage: In order to to compute the sequence of principal
minors, we have to compute the determinant of different size for
sign list.
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Improvement

I According to the definition of Bezoutian, D is as follows:

f (x)r(y)−f (y)r(x)
x−y =

∑m
i ,j=1 bijx

i−1y j−1 =
(

1 x · · · xm−1
)
(bij)




1
y
...

ym−1


 ,

where (bij) is M ×M matrix produced by coefficients bij , it is
called as Bezout matrix. One of its properties is symmetric.

I The discriminant matrix D of A is a real symmetric.Hence,
all eigenvalues of D are real according to the theory in linear
algebra. Therefore, we can use signature method to check the
number of positive real zeros directly.
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Improvement

I Theorem: The symbols are defined as above. Let D be dis-
criminant matrix of F (x) with respect to G (x), its characteris-
tic polynomial cp(t). The difference σ between the number of
sign changes of cp(t) and cp(−t) satisfies

σ(cp) = #FG+ −#FG− .

I Advantage: According to this theorem, we needn’t compute the
determinant of submatrix of D for constructing revised Sturm
list RSL.
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Improvement

The procedure of checking positive eigenvalue:

I Construct discriminant matrix D;(same with the method be-
fore)

I Obtain the characteristic polynomial cp(t) of D;

I Count the number of sign changes in cp(t) and cp(−t), com-
pute the signature σ(cp).

Note
Similar to formula (2), in order to get the number of positive
eigenvalues of A, G has to be assigned 1, x , x2 respectively.
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Positivity of Eigenvectors

The method in section (2) is only suitable to decide whether there
is positive eigenvalue in A. However, if positive eigenvalue exists,
we have to check the existence of those eigenvector v such that
cTv > 0. Only such a condition satisfies, then can we decide that
the program P is nonterminating. To solve this problem, we
introduce Gröbner basis in the program verification.

Definition
In matrix A of program P, if there exists eigenvector v such that
cTv > 0, then we call it as positive eigenvector.
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Positivity of Eigenvectors

I Consideration from the angle of mathematics, the main body
x := Ax in program P is equivalent to (A− λE)x = 0. Hence,
the eigenvector of A is the solution of the main body. “there
exists a real eigenvector v of A, corresponding to positive eigen-
value, such that cTv ≥ 0” is equivalent to check whether those
solutions which correspond to positive eigenvalues satisfy the
constraint condition, i.e., the condition in while loop. On the
base of this, we further to check the existence of positive eigen-
vector.
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Positivity of Eigenvectors

In this case, the decidability of program P is equivalent to





(A− λE)x = 0,
λ > 0,
cx > 0

Because we introduce new variable λ, the system becomes n linear
equations with n + 1 variables. However, as the system is
homogenous, the solution of eigenvector is sure on the unit ball,
therefore we add x2

1 + · · ·+ x2
n − 1 = 0 to the equations
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Positivity of Eigenvectors

I In the computation, we regarding λ as variable and still use
x1, x2, · · · , xm to represent all variables. Let ps = {(A −
λE)x, x2

1 + · · · + x2
n − 1} and its ideal be I , construct finite-

dimensional algebra QA = R(x1, x2, · · · , xm)/I . Clearly, all the
polynomial in QA is a linear combinarions of the monomials
xα /∈ 〈I 〉. Since all of monomials are linearly independent in
QA, so we called it as S-basis of QA.
In order to obtain S-basis of polynomials, compute Gröbner ba-
sis G and assume that G = {g1, g2, · · · , gn}.Those monomials
not lying in the ideal 〈LT (I )〉 produce the S-basis of QA.
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Positivity of Eigenvectors

I Then, we use multiplication to define a linear map mf from QA

to itself, where f is any polynomial. Using f multiply with any
mi in QA, the result is mapping to QA and let it be fmi=a1im1+
a2im2 + · · · + akimk . Therefore, for polynomial f there is a
matrix

m =




a11 a12 · · · a1k

a21 a22 · · · a2k
...

...
. . .

...
ak1 ak2 · · · akk
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Positivity of Eigenvectors

According to the theory in reference [5], any eigenvalue of m is a
value of the function f on V (I ). Same with polynomial f , there is
a matrix corresponds to each monomial mij = mi ·mj ∈ A
respectively, we represent it as mij still. All traces of matrix mij

constructs an another matrix

M =




Tr(m11) Tr(m12) · · · Tr(m1m)
Tr(m21) Tr(m22) · · · Tr(m2m)

...
...

. . .
...

Tr(mm1) Tr(mm2) · · · Tr(mmm)
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Positivity of Eigenvectors

Clearly, M is a symmetry matrix. Hence, all of its eigenvalues are
real. Moreover, Tr(mij) equals to the sum of mij ’s eigenvalues and
it is

∑
p∈V (I ) µ(p)pα(i)pα(j), where pα(i) denotes the value of the

monomial xα(i) at the point p ∈ V (I ) and µ(p) is the multiplicity
of p.
Similarly, given a polynomial h ∈ k[x1, x2, · · · , xm] and
hmij = hmimj , there exists a matrix Mh whose i , j entry is the
form of

∑
p∈V (I ) h(p)µ(p)pα(i)pα(j).

From this, we obtain a matrix factorization Mh = W∆hW t , where
W is a matrix whose i , j entry is mi (pj) and ∆h is the diagonal
matrix with entries h(p1), h(p2) · · · h(pk).
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Positivity of Eigenvectors

According to linear algebra, there are two fundamental invariants
under such changes of basis–the signature σ(hmij) and the rank
ρ(hmij). There is the following theorem.
Theorem[Ref.[5]]. Let I be a zero-dimensional ideal generated by
polynomials in k[x1, · · · , xn](k ⊂ R), so that V (I ) ⊂ Cn is finite.
Then, for h ∈ k[x1, · · · , xn], the signature and rank of the bilinear
form Sh(f , g) = Tr(mhfg ) satisfy:
σ(Sh) = #{a ∈ V (I ) ∩ Rn : h(a) > 0} −#{a ∈ V (I ) ∩ Rn :
h(a) < 0}
ρ(Sh) = #{a ∈ V (I ) : h(a) 6= 0}.
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Positivity of Eigenvectors

I In the decidability of program termination, let h = {cTx, λ},
we check whether there exists positive x, λ such that h(v) > 0
according to thereom in ref(5).

I Let λ be the eigenvalue of A and h = CT x , now the problem
convert to count the number of positive zeros such that λ > 0
and h > 0. If the number is greater than 0, program P is
nonterminating.
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Positivity of Eigenvectors

I In the verification, we use any constraint condition, say hk , to
multiply any mimj and construct a matrix mhmij

. Its trace is the
entry (i , j) in Mhk

. Next, we get the characteristic polynomial
cp(t) of Mhk

and count the number of sign changes in the
sequence of coefficients of cp(t).

I Let t = −t, we count the number of sign changes once again.

I Assume both numbers are n1 and n2 respectively, then compute
the signature σ(Mh) = n1 − n2 and it is the signature of ∆hk

too. According to theorem in ref(5), n1 − n2 is the difference
of number of real zeros such that hk > 0 and number of those
such that hk < 0.

Yaohui Li Signature-based Method of Deciding Program Termination



Introduction
Determination of Positive Eigenvalue

Positivity of Eigenvectors
Positivity of Eigenvectors

Experiment Result
Conclusion

Positivity of Eigenvectors

Usually, h is a set of n constraint conditions and those conditions
form a “box”. We should decide whether there exists positive
eigenvector in this box. For this, we count the number of sign
changes of cp(t) for any H||m > 0 in h, where H||m represents the
multiplication of any m constraint conditions. Finally, the number
of real zeros that satisfy h > 0 is

NR =
1

2n

m∑

i=1

C i
n∑

j=1

S(H||ij),m = 1..n (3)
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Experiment Result

Example

The effect of two sequential assignments x := x − y ; y := x + 2y is
captured by the simultaneous assignment[1]

(
x
y

)
=

(
1 −1
1 2

)(
x
y

)

In the linear program,

A =

(
1 −1
1 2

)

Its characteristic polynomial is f = t2 − 3t + 3 and f ′ = 2t − 3.
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Experiment Result

Let g(t) = 1, we compute R(t) = rem(f ′g , f ) = 2t − 3. On the
base of this, the discriminant matrix is constructed as follows:

D =




1 −3 3 0

0 2 −3 0

0 1 −3 3

0 0 2 −3




According to the definition, RSL of D discriminant sequence is
[1, 1,−1]. So the number of sign change is 1, it means that the
number of real eigenvalues is 2− 2× 1 = 0. So no matter what
the loop condition is, this program is terminating always.
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Experiment Result

Example

While (7x + 9y − 10z > 0){X := AX}[4], where X = [x y z ]T

and

A =




7 −10 17
3 9 2
−4 5 13




Construct the equations (A− λE )X = 0 in eigenvalues λ.
According to analysis before, add x2 + y2 + z2 − 1 = 0 to the
system.
Compute the Gröbner basis G in total degree ordering. According
to G , those monomials mm /∈ 〈LT (G )〉 are QA = [1, x , y , z , λ, λ2].
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Experiment Result

Let h = 1,

Mh=1




6 0 0 0 58 246

0 7013
1178

1367
1767

1119
1178 0 0

0 1367
1767

129
1178

4657
3534 0 0

0 1119
1178

4657
3534 − 37

589 0 0

58 0 0 0 246 −1172

246 0 0 0 −1172 −1314
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Experiment Result

I Its sign characteristic polynomial is sc = t6 +t5−t4 +t3−t2−
t + 1. This indicates that the number of real zeros is S1 = 2.
Then, let h = 7x+9y−10z , we get the number of sign changes
is Sh = 0. At last, we compute NR = 1

2(2+0) = 1 which means
there exists a positive eigenvalue and its eigenvector such that
cTv > 0. Therefore, this linear loop program is nonterminating.

I For the decidability of Example 3 refer to the paper.
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Conclusion

I We use discriminant matrix of the characteristic polynomial
to construct revised Sturm List so as to know the number of
positive eigenvalues. If there is no positive eigenvalue, the linear
program is terminating.

I Consideration of the symmetry of Bezout matrix, the signature
of characteristic polynomial replaces the sign changes in RSL.
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I When the positive eignevalue exists, the termination problem
is converted to counting the number of real zeros of polyno-
mial system with constraint conditions by using Gröbner basis.
Then, we use signature method to check the existence of real
zeros.

I The method in the talk avoids the error of approximate compu-
tation and can decide the termination of the program correctly.
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Thank you!
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