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Abstract. In this paper the single cycle T-functions are studied. Making use of the explicit formulas of sum and product of 2-adic integers, we present the necessary and sufficient conditions on the generalized polynomial \( \tilde{p}(x) = a_0 \oplus a_1 x_1 \oplus \cdots \oplus a_d x_d \pmod{2^n} \) being a single cycle T-function. Furthermore, for any given generalized polynomial, we can deduce some expressions about its coefficients by which we can determine whether it is single cycle or not.

1. Introduction

T-functions, as important classes of cryptographic primitives, have been studied by Anashin([1]-[7]) and also Klimov and Shamir([8]-[12]). Loosely speaking, a T-function is a mapping from an \( n \)-bit input to an \( n \)-bit output in which each bit \( i \) of the output depends only on bits 0, 1, \ldots, \( i \) of the input. All the logical operations, such as XOR, AND, OR, NOT, and most of the arithmetic operations modulo \( 2^n \), such as addition, multiplication, subtraction, negation, as well as left shift are T-functions, and their compositions are also T-functions([12]). It is well known that T-functions are well-suited for use in the design of secure and efficient stream ciphers, pseudorandom number generators, and so on. For example, Klimov and Shamir proposed in [8] a T-function: \( f(x) = x + (x^2 \lor C) \pmod{2^n} \), where \( C \) is a constant integer satisfying \( C \equiv 5 \text{ or } 7 \pmod{2^3} \), used as a pseudorandom number generator. Afterwards, TSC-series stream ciphers ([13],[14],[15]) which are based on T-functions were proposed by Hong et al. as one of the candidates for the ECRYPT Stream Cipher project.

From the point of view of applications, especially in the construction of synchronous stream ciphers, the T-function is expected to have the single cycle property, which means that the T-function’s repeated application to any initial state goes through all the possible states. To characterize the single cycle property and other cryptographic properties of T-functions, Anashin([7]) developed a very general theory of T-function over \( p \)-adic integer rings and applied \( p \)-adic analysis to construct wide classes of T-functions with provable cryptographic properties. Meanwhile, Klimov and Shamir introduced the bit-slice analysis
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method in [10] to study the T-functions. Using of their method, they studied in [12] the
generalized polynomials with integral coefficients
\[ \tilde{p}(x) = a_0 x^0 \oplus a_1 x^1 \oplus \cdots \oplus a_d x^d (\text{mod } 2^n) \]
as an important class of T-functions and obtained the necessary and sufficient condition that
\( \tilde{p}(x) \) is a permutation, while conditions for generating a single cycle have not been stated.

In this paper, making use of the bit-slice analysis method and the explicit formulas of sum
and product of 2-adic integers in [16], we provide a complete characterization of
\( \tilde{p}(x) \) with single cycle.

The remainder of this paper is organized as follows. In Section 2, we give a brief overview
of some basic definitions and some related important previously known properties. In Section
3, we discuss the generalized polynomials. Concluding remarks are given in Section 4.

2. Preliminaries

Let \( GF(2) \) be the binary field, \( n \) an arbitrary nonnegative integer. A word \( x \in GF^n(2) \)
is the vector \( x = ([x]_0, [x]_1, \ldots, [x]_{n-1}) \) of length \( n \), where \( [x]_i \) denotes its \((i+1)\)-st bit;
\( [x]_0 \) is the least significant bit of the word \( x \). Each word can also be interpreted as an
integer \( x = \sum_{i=0}^{n-1} [x]_i 2^i \) in the residue class ring \( \mathbb{Z}/2^n \mathbb{Z} \), with the usual conversion rule:
\( ([x]_0, [x]_1, \ldots, [x]_{n-1}) \mapsto \sum_{i=0}^{n-1} [x]_i 2^i \). \( \oplus \) denotes the addition in the binary field and \(+\)
the addition in the residue class ring \( \mathbb{Z}/2^n \mathbb{Z} \). Denote \( \mathcal{F}_n \) the set of the Boolean functions of
\( n \) variables.

Now we give some explicit definitions.

**Definition 1 ([8])** A function \( f \) from \( GF^n(2) \) to \( GF^n(2) \) is called a T-function if the
\( i \)-th bit of the output \([f(x)]_{i-1}\) depends only on the first \( i \) bits of the input \([x]_0, \ldots, [x]_{i-1}\)
\[ \begin{pmatrix}
[x]_0 \\
[x]_1 \\
\vdots \\
[x]_{n-1}
\end{pmatrix}
\rightarrow
\begin{pmatrix}
f_0([x]_0) \\
f_1([x]_0, [x]_1) \\
\vdots \\
f_{n-1}([x]_0, [x]_1, \ldots, [x]_{n-1})
\end{pmatrix}. \]

**Definition 2 ([12])** A parameter function is a function
\[ g([x]_0, [x]_1, \ldots, [x]_{n-1}; \alpha_0, \alpha_1, \ldots, \alpha_{m-1}) \]
whose arguments are split by a semicolon into inputs \([x]_i\) and parameters \( \alpha_j \) which do not
depend on their inputs.

In this paper, the parameter is always denoted as \( \alpha \).

**Definition 3 ([12]) (Invertible mapping)** A mapping \( \varphi : GF^n(2) \rightarrow GF^n(2) \) is
called invertible if \( \varphi(x) = \varphi(y) \) if and only if \( x = y \).

**Definition 4 ([12]) (A single cycle mapping)** A mapping is called a single cycle
mapping if its induced graph is isomorphic to a single cycle.
Obviously, a single cycle mapping is an invertible mapping.

In 2006, Wenying Zhang and Chuankun Wu presented the following characterization of the single cycle T-function modulo $2^n$.

**Theorem 1** ([17]) Let $f(x) := ([f(x)]_0, [f(x)]_1, \ldots, [f(x)]_{n-1})$ be an invertible T-function over $GF^{n}(2)$. Then $f$ is a single cycle T-function if and only if its ANF has the following form

\[
[f(x)]_0 = [x]_0 + 1,
[f(x)]_i = [x]_i + \psi_i([x]_0, \ldots, [x]_{i-1})
\]

where $\psi_i([x]_0, \ldots, [x]_{i-1}) \in \mathcal{F}_i$ and $\deg(\psi_i) < i$, $i \geq 1$.

We need to state the following lemmas which are used to prove the main results in this paper.

**Lemma 1** Let $\varphi(x) \in \mathcal{F}_n$, then $\deg(\varphi(x)) < n$ if and only if

\[
\bigoplus_{x \in GF^{n}(2)} \varphi(x) = 0.
\]

**Lemma 2** ([16]) Assume that

\[
a = \sum_{i=0}^{\infty} a_i 2^i, b = \sum_{i=0}^{\infty} b_i 2^i, a + b = \sum_{i=0}^{\infty} c_i 2^i \in \mathbb{Z}_2,
\]

with $a_i, b_i, c_i \in \{0, 1\}$, where $\mathbb{Z}_2$ is the ring of 2-adic integers.

Then we have $c_0 = a_0 + b_0 (\text{mod } 2)$, and for $t \geq 1$,

\[
c_t = a_t + b_t + \sum_{i=0}^{t-1} a_i b_t \prod_{j=i+1}^{t-1} (a_j + b_j) (\text{mod } 2).
\]

Define $\theta_t(a, b) = \sum_{i=0}^{t-1} a_i b_t \prod_{j=i+1}^{t-1} (a_j + b_j) (\text{mod } 2)$, for $t \geq 1$. In fact, $\theta_t(a, b)$ is the carry of the $t$-th bit of $a + b$.

Denote $L_2(t) = \{l = (l_1, \ldots, l_k, \ldots, l_t) : \sum_{k=1}^{t} l_k 2^k = 2^t, 0 \leq l_k \leq k + 1\}$.

$\tau_t(X_0, X_1, \ldots, X_k)$ denotes the $t$-th elementary symmetric polynomial of $X_0, X_1, \ldots, X_k$.

**Lemma 3** ([16]) Assume that

\[
a = \sum_{i=0}^{\infty} a_i 2^i, b = \sum_{i=0}^{\infty} b_i 2^i, ab = \sum_{i=0}^{\infty} e_i 2^i
\]

with $a_i, b_i, e_i \in \{0, 1\}$. Then $e_0 = a_0 b_0 (\text{mod } 2)$ and for $t \geq 1$,

\[
e_t = \sum_{(l_1, \ldots, l_t) \in L_2(t) 1 \leq k \leq t} \prod_{1 \leq k \leq t} \tau_k(a_0 b_k, a_1 b_{k-1}, \ldots, a_k b_0) (\text{mod } 2).
\]

By convention, we let $\Delta_{(l_1, \ldots, l_t)} = \prod_{1 \leq k \leq t} \tau_k(a_0 b_k, a_1 b_{k-1}, \ldots, a_k b_0)$. 

\[
\Delta_{(l_1, \ldots, l_t)} = \prod_{1 \leq k \leq t} \tau_k(a_0 b_k, a_1 b_{k-1}, \ldots, a_k b_0).
\]
3. Generalized Polynomials with Single Cycle

Klimov proposed in [12] the generalized polynomial
\[
p(x) = a_0 + a_1 x + \cdots + a_d x^d \pmod{2^n}
\]
with integral coefficients where "+" and "⊕" may be used arbitrarily. Assume that the operations’ order of the generalized polynomial is from left to right. The sufficient and necessary condition on the generalized polynomial being a permutation of the elements in \(\mathbb{Z}/2^n\mathbb{Z}\) was presented in [12], while conditions for generating a single cycle have not been stated.

At first, we consider two special cases of the generalized polynomials. One special case \(p(x) = a_0 + a_1 x \oplus \cdots \oplus a_d x^d \pmod{2^n}\) was studied in [19]. The other case is the polynomial functions \(p(x) = a_0 + a_1 x + \cdots + a_d x^d \pmod{2^n}\) which are an important class of functions widely used in many branches of cryptography. The following lemma was proved by several authors using different techniques.

Lemma 4 ([3],[12]) A polynomial \(P(x) = \sum_{i=0}^{d} a_i x^i\) has a single cycle modulo any \(2^n\) if and only if it has a single cycle modulo 8.

In [18], Jinsong Wang and Wenfeng Qi gave another proof on the sufficient and necessary condition on the polynomial function being single cycle. That is, \(f(x)\) generates a single cycle if and only if \(a_0, a_1\) are odd, \(\Delta_1, \Delta_2\) are even, \(\Delta_1 + \Delta_2 + 2|a_1|_0 \equiv 0 \pmod{2^2}\), and \(\Delta_1 + 2|a_2|_0 + 2|a_1|_1 \equiv 0 \pmod{2^2}\), where \(\Delta_1 = a_2 + a_4 + \cdots, \Delta_2 = a_3 + a_5 + \cdots\).

Using of our method, we present different conditions that a polynomial function generates a single cycle. Now we will use the lemma cited above to prove the following theorem.

Theorem 2 Suppose the polynomial \(P(x) = \sum_{i=0}^{d} a_i x^i \pmod{2^n}\) is invertible for all \(n \in \mathbb{N}\), then \(P(x)\) is a single cycle mapping if and only if

\[
\begin{align*}
(1) \ [a_0]_0 &= 1; \\
(2) \ (\bigoplus_{j=1}^{d} \{a_j\}_1) + (\bigoplus_{j=1}^{d} \{a_j\}_0 \cdot (\bigoplus_{k=0}^{j-1} \{a_k\}_0)) &= 1; \\
(3) \ [a_2]_0 + (\bigoplus_{j=1}^{d} \{a_j\}_0 \cdot \{a_1\}_1) + (\bigoplus_{j=3}^{d} \{a_j\}_1) \\
&\quad \quad \circledast (\bigoplus_{j=1}^{d} \{a_j\}_1 \cdot (\bigoplus_{k=0}^{j-1} \{a_k\}_0) \cdot (\bigoplus_{k=0}^{j-1} \{a_k\}_0)) \circledast \\
&\quad \quad \circledast (\bigoplus_{j=1}^{d} \{a_j\}_1 \cdot (\bigoplus_{k=0}^{j-1} \{a_k\}_0) \oplus (\bigoplus_{k=0}^{j-1} \{a_k\}_0 \oplus [a_1]_1) \\
&\quad \quad \oplus (\bigoplus_{k=0}^{j-1} \{a_k\}_0 \cdot (\bigoplus_{k=0}^{j-1} \{a_k\}_0 \cdot (\bigoplus_{k=0}^{j-1} \{a_k\}_0))) = 0.
\end{align*}
\]

Proof From Theorem 1, we should check the ANFs of \([P(x)]_1\), whether satisfy (*). From Lemma 4, we only need to check the ANFs of \([P(x)]_0, [P(x)]_1, [P(x)]_2\).

First, \([P(x)]_0 = [x]_0 \oplus [a_0]_0\).

From Theorem 3.1 in [19], we know
\[
\bigoplus_{j=0}^{d} \{a_j x^j\}_1 = [x]_1 \oplus (\bigoplus_{k=1}^{d} \{a_k\}_1) [x]_0 \oplus [a_0]_1.
\]
Therefore, we have
\[ |P(x)| = [a_0] + [a_1 x] + \cdots + [a_d x^d] + \theta_1(a_0, a_1 x) + \cdots + \theta_1(a_0 + \cdots + a_{d-1} x^{d-1}, a_d x^d) \]
\[ = [x]_1 \oplus ([a_1]_1 + \cdots + [a_d]_1) [x]_0 \oplus [a_0]_1 + ([a_0]_0 [a_1]_0 \oplus \cdots \oplus [a_0]_0 + [a_1]_0 + \cdots + [a_d]_0) [x]_0 \]
\[ = [x]_1 \oplus ([a_1]_1 + \cdots + [a_d]_1) [x]_0 \oplus [a_0]_1 + ([a_0]_0 [a_1]_0 \oplus \cdots \oplus [a_0]_0 + [a_1]_0 + \cdots + [a_d]_0) [x]_0 \oplus [a_0]_1; \]

Now we consider \( |P(x)|_2 \).
\[ \theta_2(a_0, a_1 x) = [a_0]_0 [a_1]_0 [0]([a_0]_0 [a_1]_0) + [a_0]_1 [a_1]_1 = [a_0]_0 [a_1]_0 [x]_0 [x]_1 \oplus \alpha; \]

For \( k = 1, 2, \ldots \),
\[ \theta_2(a_0 + \cdots + a_{2k-1} x^{2k-1}, a_{2k} x^{2k}) \]
\[ = [a_0 + \cdots + a_{2k-1} x^{2k-1}]_0 [a_{2k} x^{2k}]_0 \left( [a_0 + \cdots + a_{2k-1} x^{2k-1}]_1 + [a_{2k} x^{2k}]_1 \right) \]
\[ = \left( [a_0]_0 + \cdots + [a_{2k-1}]_0 \right) [a_{2k} x^{2k}]_0 \left( [a_0]_1 + \cdots + [a_{2k-1}]_1 \right) + [a_{2k} x^{2k}]_1 \]
\[ = \left( [a_0]_0 [a_1 x] + \cdots + [a_{2k-1}]_0 \right) [a_{2k} x^{2k}]_0 \left( [a_0]_1 + \cdots + [a_{2k-1}]_1 \right) + [a_{2k} x^{2k}]_1 \]
\[ = \left( [a_{2k-1}]_1 \oplus [a_{2k}]_1 \oplus \left( \bigoplus_{i=0}^{k-1} [a_i]_0 \right) \right) [x]_0 [x]_1 + \alpha. \]

Then
\[ \theta_2(a_0, a_1 x) + \cdots + \theta_2(a_0 + \cdots + a_{d-1} x^{d-1}, a_d x^d) \]
\[ = ([a_0]_0 + \bigoplus_{i=0}^{d-1} \left( \bigoplus_{i=0}^{2k-1} [a_i]_0 \right)) ([a_{2k-1}]_1 \oplus [a_{2k}]_1 \oplus \left( \bigoplus_{i=0}^{k-1} [a_i]_0 \right)) \]
\[ + \bigoplus_{k=0}^{d} \left( \bigoplus_{i=0}^{k-1} [a_{2k-1}]_1 \oplus [a_{2k}]_1 \oplus \left( \bigoplus_{i=0}^{k-1} [a_i]_0 \right) \right) \right) [x]_0 [x]_1 + \alpha. \]

From Theorem 3.1 in [19], we know
\[ \bigoplus_{j=0}^{d} [a_j x^j]_2 = [x]_2 \oplus (\bigoplus_{k=0}^{d} [a_k]_0 [a_k]_1) \oplus (\bigoplus_{k=0}^{d} [a_k]_1 \oplus [a_2]_0) [x]_0 [x]_1 + \alpha. \]

Finally, we have
\[ [P(x)]_2 = [a_0]_2 + [a_1 x]_2 + \cdots + [a_d x^d]_2 + \theta_2(a_0, a_1 x) + \cdots + \theta_2(a_0 + \cdots + a_{d-1} x^{d-1}, a_d x^d) \]

\[ = [x]_2 + ([a_0]_2 \oplus \bigoplus_{i \text{ odd}}^{d-1} [a_i]_2)[x]_0 + [x]_1 \]

\[ \oplus ([a_0]_0 \oplus \bigoplus_{i \text{ odd}}^{d-1} [a_i]_0)([a_{2k}]_1 \oplus [a_{2k}]_0)(\bigoplus_{i=0}^{2k-1} [a_i]_0)) \]

\[ \oplus \bigoplus_{k=1}^{d-k} ([a_{2k+1}]_1 \cdot ([a_i]_0 + [a_{2k}]_10 \cdot \bigoplus_{i=0}^{2k} [a_i]_0 \oplus \bigoplus_{i=1}^{d} ([a_i]_0([a_i]_0)[a_i]_1)))][x]_0[x]_1 + \alpha \]

\[ = [x]_2 + ([a_0]_2 \oplus \bigoplus_{i \text{ odd}}^{d-1} [a_i]_2)[x]_0 + [x]_1 \]

\[ \oplus ([a_0]_0 \oplus \bigoplus_{i \text{ odd}}^{d-1} [a_i]_0)([a_{2k}]_1 \oplus [a_{2k}]_0)(\bigoplus_{i=0}^{2k-1} [a_i]_0)) \]

\[ \oplus \bigoplus_{k=1}^{d-k} ([a_{2k+1}]_1 \cdot ([a_i]_0 + [a_{2k}]_10 \cdot \bigoplus_{i=0}^{2k} [a_i]_0 \oplus \bigoplus_{i=1}^{d} ([a_i]_0([a_i]_0)[a_i]_1)))][x]_0[x]_1 + \alpha \]

The proof ends. \( \square \)

The following lemmas will be used in the main theorem of this part.

**Lemma 5** ([19]) For \( k \geq 1, i \geq 3 \), the Boolean function \( [ax^{2k}]_i \) doesn’t contain the monomial \( [x]_0[x]_1 \cdots [x]_{i-1} \).

**Lemma 6** ([19]) For \( k \geq 1, i \geq 3 \), the Boolean function \( [ax^{2k+1}]_i \) doesn’t contain the monomial \( [x]_0[x]_1 \cdots [x]_{i-1} \).

**Lemma 7** ([19]) For \( k \geq 2, i \geq 1 \), the Boolean function \( [x^{2k}]_i \) doesn’t contain the monomial \( [x]_1[x]_2 \cdots [x]_{i-1} \).

Now, we suppose that the generalized polynomial is of the following form:

\[ \tilde{p}(x) = a_0 + \cdots + a_{i_1-1}x^{i_1-1} + a_{i_1}x^{i_1} + \cdots + a_{i_2-1}x^{i_2-1} + a_{i_2}x^{i_2} + \cdots + a_{im-1}x^{im-1} + a_{im}x^{im} + \cdots + a_d x^d (\text{mod } 2^n) \]

where \( \{i_1, i_2, \ldots, i_m\} \neq \{1, 2, \ldots, d\}, i_1 \geq 1 \). That means all “+” appear between the monomials \( a_{i_j-1}x^{i_j-1} \) and \( a_{i_j}x^{i_j} \), where \( j = 1, 2, \ldots, m \). Other positions are all “\( \oplus \)”. Denote

\[ f_j = a_0 + \cdots + a_{i_j-1}x^{i_j-1} + a_{i_j}x^{i_j} + \cdots + a_{i_{j+1}-1}x^{i_{j+1}-1} + a_{i_{j+1}}x^{i_{j+1}} + \cdots + a_{i_{j+1}}x^{i_{j+1}} \]

**Theorem 3** Suppose the polynomial

\[ \tilde{p}(x) = a_0 + a_1 x^{i_1} + \cdots + a_d x^d (\text{mod } 2^n) \]

is invertible for any \( n \in \mathbb{N} \) and there are \( l \) odd numbers in the set \( \{i_1, i_2, \ldots, i_m\} \), where \( \{i_1, i_2, \ldots, i_m\} \neq \{1, 2, \ldots, d\}, i_1 \geq 1 \). Then \( \tilde{p}(x)(\text{mod } 2^n) \) is a single cycle function for any \( n \) if and only if \( p(x)(\text{mod } 2^{n+2}) \) is a single cycle function.
Proof Similarly to the proof of Theorem 2, we look into the ANFs of $[p(\theta x)]_i$.

First, $[p(\theta x)]_0 = [x]_0 \oplus [a_0]_0$, $[p(\theta x)]_i = (\bigoplus_{j=0}^{d} [a_jx^j]_i) \oplus \left( \bigoplus_{j=1}^{m} \theta_i(f_j, a_j, x^j) \right)$.

From Theorem 3.1 in [19], we know

$$\bigoplus_{j=0}^{d} [a_jx^j]_1 = [x]_1 \oplus \left( \bigoplus_{k=1}^{d} [a_k]_1 \right) [x]_0 \oplus [a_0]_1,$$

$$\bigoplus_{j=0}^{d} [a_jx^j]_2 = [x]_2 \oplus \left( \bigoplus_{k=0}^{d} [a_k]_0 [a_k]_1 \right) \oplus \left( \bigoplus_{k=3}^{d} [a_k]_1 \right) \oplus [a_2]_0 [x]_0 [x]_1 \oplus \alpha.$$

For $3 \leq i \leq n - 1$,

$$\bigoplus_{j=0}^{d} [a_jx^j]_i = [x]_i \oplus [a_1]_1 [x]_0 [x]_1 \cdots [x]_{i-1} \oplus \alpha.$$

Therefore, for $i \geq 3$, the coefficients of the monomial $[x]_0 [x]_1 \cdots [x]_{i-1}$ in $\bigoplus_{j=0}^{d} [a_jx^j]_i$ are the same.

Now, we look into the coefficients of $[x]_0 [x]_1 \cdots [x]_{i-1}$ in $\bigoplus_{j=1}^{m} \theta_i(f_j, a_j, x^j)$. First, consider $\theta_i(0 \oplus \cdots \oplus a_kx^k, a_{k+1}x^{k+1})$. Since the following computations are easy to carry out, we omit the details.

(I) If $k$ is odd.

When $k = 1$,

$$\theta_1(a_0 \oplus a_1x, a_2x^2) = ([a_0]_0 \oplus [a_1]_0) [a_2]_0 [x]_0,$$

$$\theta_2(a_0 \oplus a_1x, a_2x^2) = ([a_2]_1 \oplus ([a_0]_0 \oplus [a_1]_0) [a_2]_0) [x]_0 [x]_1.$$

For $i \geq 3$,

$$\theta_i(a_0 \oplus a_1x, a_2x^2) = ([a_2]_1 \oplus [a_0]_0 [a_2]_0) [x]_0 [x]_1 \cdots [x]_{i-1} \oplus \alpha.$$

When $k \geq 3$,

$$\theta_1(a_0 \oplus \cdots \oplus a_kx^k, a_{k+1}x^{k+1}) = \bigoplus_{j=0}^{k} [a_j]_0 [a_{k+1}]_0 [x]_0,$$

For $i \geq 2$,

$$\theta_i(a_0 \oplus \cdots \oplus a_kx^k, a_{k+1}x^{k+1}) = \left( \bigoplus_{j=0}^{k} [a_j]_0 ([a_{k+1}]_1 \oplus \bigoplus_{j=0}^{k} [a_j]_0 [a_{k+1}]_0) [x]_0 [x]_1 \cdots [x]_{i-1} \oplus \alpha. \right.$$

(II) If $k$ is even.

When $k = 0$, $\theta_1(a_0, a_1x) = [a_0]_0 [x]_0$.

For $i \geq 2$, $\theta_i(a_0, a_1x) = [a_0]_0 [x]_0 [x]_1 \cdots [x]_{i-1} \oplus \alpha.
When \( k = 2 \),
\[
\theta_1(a_0 \oplus a_1 x \oplus a_2 x^2, a_3 x^3) = ([a_0]_0 \oplus [a_1]_0 \oplus [a_2]_0)[a_3]_0[x]_0, \\
\theta_2(a_0 \oplus a_1 x \oplus a_2 x^2, a_3 x^3) = ([a_3]_1 \oplus (1 \oplus [a_0]_1 \oplus [a_1]_1 \oplus [a_2]_1))[a_3]_0[x]_0[x]_1 \oplus \alpha, \\
\theta_3(a_0 \oplus a_1 x \oplus a_2 x^2, a_3 x^3) = [a_3]_0([a_1]_1 \oplus [a_3]_1)[x]_0[x]_1[x]_2 \oplus \alpha.
\]

For \( i \geq 4 \),
\[
\theta_i(a_0 \oplus a_1 x \oplus a_2 x^2, a_3 x^3) = 0.
\]

When \( k \geq 4 \),
\[
\theta_1(a_0 \oplus \cdots \oplus a_k x^k, a_{k+1} x^{k+1}) = (\bigoplus_{j=0}^{k}[a_j]_0)[a_{k+1}]_0[x]_0, \\
\theta_2(a_0 \oplus \cdots \oplus a_k x^k, a_{k+1} x^{k+1}) = (\bigoplus_{j=0}^{k}[a_j]_0)[a_{k+1}]_0 + (1 \oplus \bigoplus_{j=0}^{k}[a_j]_0)[a_{k+1}]_0 \\
\oplus ([\bigoplus_{j=0}^{k}[a_j]_0 \oplus [a_{k+1}]_0])x_0[x]_1 + \alpha, \\
\theta_3(a_0 \oplus \cdots \oplus a_k x^k, a_{k+1} x^{k+1}) = (\bigoplus_{j=0}^{k}[a_j]_1 \oplus (\bigoplus_{j=0}^{k}[a_j]_0))(\bigoplus_{j=0}^{k}[a_j]_0) + (\bigoplus_{j=0}^{k}[a_j]_0)) \\
\oplus ([a_{k+1}]_0[x]_0[x]_1[x]_2 \oplus \alpha).
\]

Now, we will show that for all \( i \geq 4 \), the coefficients of the monomial \([x]_0[x]_1 \cdots [x]_{i-1} \) in \( \theta_i(a_0 \oplus \cdots \oplus a_k x^k, a_{k+1} x^{k+1}) \) are the same.

Claim 1 For \( l \geq 1, i \geq 1, [x^{2l+1}]_i \) doesn’t contain the monomial \([x]_1[x]_2 \cdots [x]_i\).

Proof \( \forall l \geq 1, i \geq 1, [x^{2l+1}]_i = [x^{2l}][x]_0 \oplus \cdots \oplus [x^{2l}]_0[x]_i \oplus \delta_i(x^{2l}, x) \), the monomial of \([x^{2l+1}]_i \) which contains the factor \([x]_i \) is \([x]_0[x]_i \), so \([x^{2l+1}]_i \) doesn’t contain the monomial \([x]_1[x]_2 \cdots [x]_i \). \( \square \)

Claim 2 For \( l \geq 0, i \geq 1, [x^{2l+1}]_i \) doesn’t contain the monomial \([x]_1[x]_2 \cdots [x]_{i-1} \).

Proof \( [x^{2l+1}]_i = [x^{2l} \cdot x]_i \)
\[
= \sum_{(l_1, \ldots, l_{i-1}) \in \mathcal{L}_2(i)} \prod_{1 \leq k \leq i} \tau_k([x^{2l}]_0[x]_k, [x^{2l}]_1[x]_{k-1}, \ldots, [x^{2l}]_k[x]_0)(\mod 2)
\]
If \( l_{i-1} = l_i = 0 \), then for all \((l_1, \ldots, l_{i-2}, 0, 0) \in \mathcal{L}_2(i)\),
\[
\Delta(l_1, \ldots, l_{i-2}, 0, 0) = \prod_{1 \leq k \leq i-2} \tau_k([x^{2l}]_0[x]_k, [x^{2l}]_1[x]_{k-1}, \ldots, [x^{2l}]_k[x]_0)(\mod 2)
\]
doesn’t contain the monomial $[x]_i [x]_{i-1}$.

If $l_i = 1$, then

$$\Delta_{(0, \ldots, 0, 1)} = \tau_i ([x^{2H}]_0 [x]_1, [x^{2H}]_1 [x]_{i-1}, \ldots, [x^{2H}]_i [x]_0)$$

$$= [x^{2H}]_0 [x]_1 \oplus [x^{2H}]_1 [x]_{i-1} \oplus \cdots \oplus [x^{2H}]_i [x]_0$$

doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$.

If $l_i = 0, l_{i-1} = 2$, then

$$\Delta_{(0, \ldots, 0, 2, 0)} = \tau_2 ([x^{2H}]_0 [x]_{i-1}, [x^{2H}]_1 [x]_{i-2}, \ldots, [x^{2H}]_{i-1} [x]_0)$$

Since the monomials which contain the factor $[x]_{i-1}$ contain the factor $[x]_0$, $\Delta_{(0, \ldots, 0, 2, 0)}$ doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$.

If $l_i = 0, l_{i-1} = 1$, we consider the vectors $(l_1, \ldots, l_{i-2}, 1, 0) \in \mathbf{L}_2(i)$.

$$\Delta_{(l_1, \ldots, l_{i-2}, 1, 0)} = \prod_{1 \leq k \leq i-1} \tau_k ([x^{2H}]_0 [x]_k, [x^{2H}]_1 [x]_{k-1}, \ldots, [x^{2H}]_k [x]_0)$$

$$= \tau_i ([x^{2H}]_0 [x]_{i-1}, [x^{2H}]_1 [x]_{i-2}, \ldots, [x^{2H}]_{i-1} [x]_0)$$

$$\cdot \prod_{1 \leq k \leq i-2} \tau_k ([x^{2H}]_0 [x]_k, [x^{2H}]_1 [x]_{k-1}, \ldots, [x^{2H}]_k [x]_0)$$

Since the monomials which contain the factor $[x]_{i-1}$ contain the factor $[x]_0$, $\Delta_{(l_1, \ldots, l_{i-2}, 1, 0)}$ doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$. □

**Claim 3** For $k \geq 1, i \geq 3$, $[a x^k]_i$ doesn’t contain the monomial $[x]_0 [x]_1 \cdots [x]_{i-1}$.

**Proof** This follows directly from Lemma 5 and Lemma 6. □

Furthermore, we have the following proposition.

**Claim 4** For $k \geq 3, i \geq 2$, $[a x^k]_i$ doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$.

**Proof** If $k = 2l$ is even,

$$[a x^{2l}]_i = [a]_i [x^{2l}]_0 \oplus \cdots \oplus [a]_0 [x^{2l}]_i \oplus \delta_i (a, x^{2l}).$$

From Lemma 7, for any $l \geq 2, i \geq 2, [x^{2l}]_i$ doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$. That means $[a x^{2l}]_i$ doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$.

If $k = 2l + 1$ is odd, then

$$[a x^{2l+1}]_i = \sum_{(l_1, \ldots, l_i) \in \mathbf{L}_2(i)} \prod_{1 \leq k \leq i} \tau_k ([a]_0 [x^{2l+1}]_k, [a]_1 [x^{2l+1}]_{k-1}, \ldots, [a]_k [x^{2l+1}]_0) \text{ (mod 2).}$$

If $l_{i-1} = l_i = 0$, then for any $(l_1, \ldots, l_{i-2}, 0, 0) \in \mathbf{L}_2(i)$, $\Delta_{(l_1, \ldots, l_{i-2}, 0, 0)}$ doesn’t contain the monomial $[x]_1 [x]_2 \cdots [x]_{i-1}$. □
If \( l_i = 1 \), then

\[
\Delta_{(0, \ldots, 0, 1)} = \tau_i([a]_0[x_0^{2l+1}], [a]_1[x_1^{2l+1}], \ldots, [a]_i[x_i^{2l+1}])
\]

\[
= [a]_0[x_0^{2l+1}] + [a]_1[x_1^{2l+1}] + \cdots + [a]_i[x_i^{2l+1}]
\]

From Claim 1, \([x_2^{2l+1}]_{i-1}\) doesn’t contain the monomial \([x_1][x_2] \cdots [x]_{i-1}\). From Claim 2, \([x_2^{2l+1}]_{i} \) doesn’t contain the monomial \([x_1][x_2] \cdots [x]_{i-1}\), then \(\Delta_{(0, \ldots, 0, 1)}\) doesn’t contain the monomial \([x_1][x_2] \cdots [x]_{i-1}\).

If \( l_i = 0, l_{i-1} = 2 \), then

\[
\Delta_{(0, \ldots, 0, 2, 0)} = \tau_2([a]_0[x_0^{2l+1}]_{i-1}, [a]_1[x_1^{2l+1}]_{i-2}, \ldots, [a]_{i-1}[x]_0)
\]

Since the monomials of \([x_2^{2l+1}]_{i-1}\) which contain the factor \([x]_{i-1}\) contain the factor \([x]_0\), \(\Delta_{(0, \ldots, 0, 2, 0)}\) doesn’t contain the monomial \([x_1][x_2] \cdots [x]_{i-1}\).

If \( l_i = 0, l_{i-1} = 1 \),

\[
\Delta_{(l_1, \ldots, l_{i-2}, 1, 0)} = \prod_{1 \leq k \leq i-1} \tau_k([a]_0[x_0^{2l+1}]_{i-k}, [a]_1[x_1^{2l+1}]_{i-k-1}, \ldots, [a]_k[x]_0)
\]

\[
= \tau_1([a]_0[x_0^{2l+1}]_{i-1}, [a]_1[x_1^{2l+1}]_{i-2}, \ldots, [a]_{i-1}[x]_0)
\]

\[
\prod_{1 \leq k \leq i-2} \tau_k([a]_0[x_0^{2l+1}]_{i-k}, [a]_1[x_1^{2l+1}]_{i-k-1}, \ldots, [a]_{i-1}[x]_0)
\]

Since the monomials of \([x_2^{2l+1}]_{i-1}\) which contain the factor \([x]_{i-1}\) contain the factor \([x]_0\), \(\Delta_{(l_1, \ldots, l_{i-2}, 1, 0)}\) doesn’t contain the monomial \([x_1][x_2] \cdots [x]_{i-1}\).

Therefore, \([ax^{2l+1}]_{i} \) doesn’t contain the monomial \([x_1][x_2] \cdots [x]_{i-1}\).

From Claim 3 and Claim 4, we know that for any \( k \geq 3, i \geq 3 \), \([ax^k]_i \) doesn’t contain the monomial \([x]_0[x_1] \cdots [x]_{i-1} \) and \([x_1][x_2] \cdots [x]_{i-1} \). Then

\[
\sum_{j=3}^{i-1} [a_0 + \cdots + a_k x^k]_i [a_{k+1} x^{k+1}]_i \prod_{l=j+1}^{i-1} ([a_0 + \cdots + a_k x^k]_j \oplus [a_{k+1} x^{k+1}]_j)
\]

doesn’t contain the monomial \([x]_0[x_1] \cdots [x]_{i-1} \).

Therefore, for \( i \geq 4 \), the coefficients of \([x]_0[x_1] \cdots [x]_{i-1} \) in \(\theta_i(a_0 + \cdots + a_k x^k, a_{k+1} x^{k+1}) \) are the same.

Now, we consider \(\theta_i(f_k, a_{i_k} x^{i_k}) (k \geq 2)\).

(I) If \( i_k \) is even.

If \( i_k \geq 4 \),

\[
\theta_1(f_k, a_{i_k} x^{i_k}) = [f_k]_0[a_{i_k} x^{i_k}]_0 = (\bigoplus_{j=0}^{i_k-1} [a_j]_0[a_{i_k}]_0[x]_0,
\]

For any \( l \geq 2 \),

\[
\theta_l(f_k, a_{i_k} x^{i_k}) = (\bigoplus_{j=0}^{i_k} [a_j]_0)([a_{i_k}]_1 + (1 \oplus \bigoplus_{j=0}^{i_k-2} [a_j]_0[a_{i_k}]_0[x]_0[x]_1 \cdots [x]_{i-1} \oplus \alpha.
\]
(II) If \( i_k \) is odd.

Let \( k = 2 \).

Since

\[
[f_2_j][a_{i_2}x^{i_2}]_j = ([a_0]_j \oplus [a_1 x]_j \oplus \cdots \oplus [a_{i_2-1} x^{i_2-1}]_j \oplus \theta_j(f_1, a_{i_1} x^{i_1}))( [a_{i_2}]_0 [x]_0 [x]_j \oplus \alpha),
\]

it follows that the monomial \([x]_0 [x]_1 \cdots [x]_j \) only appears in \([a_{i_2}]_0 [x]_0 [x]_j \theta_j(f_1, a_{i_1} x^{i_1}) \).

For the same reason, considering \([f_2]_{j+1}[a_{i_2} x^{i_2}]_{j+1} \), the monomial \([x]_0 [x]_1 \cdots [x]_{j+1} \) only appears in \([a_{i_2}]_0 [x]_0 [x]_{j+1} \theta_{j+1}(f_1, a_{i_1} x^{i_1}) \).

Since, for \( i \geq 4 \), the coefficients of \([x]_0 [x]_1 \cdots [x]_{i-1} \) in \( \theta_i(a_0 \oplus \cdots \oplus a_{k-1} x^k, a_{k+1} x^{k+1}) \) are the same, it follows that, for all \( j \geq 4 \), the coefficient of \([x]_0 [x]_1 \cdots [x]_j \) in \([f_2]_{j}[a_{i_2} x^{i_2}]_j \) is equal to the coefficient of \([x]_0 [x]_1 \cdots [x]_{j+1} \) in \([f_2]_{j+1}[a_{i_2} x^{i_2}]_{j+1} \).

It is easy to see

\[
\Lambda = [f_2]_{j-1}[a_{i_2} x^{i_2}]_{j-1}([f_2]_j \oplus [a_{i_2} x^{i_2}]_j) ([f_2]_{j+1} \oplus [a_{i_2} x^{i_2}]_{j+1})
\]

\[
\oplus [f_2]_j[a_{i_2} x^{i_2}]_j ([f_2]_{j+1} \oplus [a_{i_2} x^{i_2}]_{j+1})
\]

doesn’t contain the monomial \([x]_0 [x]_1 \cdots [x]_{j+1} \).

Obviously, the coefficient of \([x]_0 [x]_1 \cdots [x]_{j-1} \) in

\[
\sum_{l=0}^{j-2} [f_2]_l[a_{i_2} x^{i_2}]_l \prod_{t=l+1}^{j-1} ([f_2]_t \oplus [a_{i_2} x^{i_2}]_t)
\]

is equal to the coefficient of \([x]_0 [x]_1 \cdots [x]_{j+1} \) in

\[
\sum_{l=0}^{j-2} [f_2]_l[a_{i_2} x^{i_2}]_l \prod_{t=l+1}^{j+1} ([f_2]_t \oplus [a_{i_2} x^{i_2}]_t)
\]

Thus, the coefficient of \([x]_0 [x]_1 \cdots [x]_{j-1} \) in

\[
\theta_j(f_2, a_{i_2} x^{i_2}) = \sum_{l=0}^{j-1} [f_2]_l[a_{i_2} x^{i_2}]_l \prod_{t=l+1}^{j-1} ([f_2]_t \oplus [a_{i_2} x^{i_2}]_t)
\]

is equal to the coefficient of \([x]_0 [x]_1 \cdots [x]_{j+1} \) in

\[
\theta_{j+2}(f_2, a_{i_2} x^{i_2}) = \sum_{l=0}^{j+1} [f_2]_l[a_{i_2} x^{i_2}]_l \prod_{t=l+1}^{j+1} ([f_2]_t \oplus [a_{i_2} x^{i_2}]_t).
\]

Claim 5 If there are \( l \leq (k-2) \) odd numbers in the set \( \{ i_2, i_3, \ldots, i_{k-1} \} \), for \( k \geq 3 \), then the coefficient of \([x]_0 [x]_1 \cdots [x]_{j-1} \) in \( \theta_j(f_k, a_{i_k} x^{i_k}) \) is equal to the coefficient of \([x]_0 [x]_1 \cdots [x]_{j+2l+1} \) in \( \theta_{j+2l+1}(f_k, a_{i_k} x^{i_k}) \).

Proof The claim is shown by induction on \( k \).

Let \( k = 3 \).
Similarly to the case of $k = 2$, we can show that:

If $i_2 \geq 4$ is even, the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j-1}$ in $\theta_j(f_3, a_{i_3} x^{i_3})$ is equal to the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+1}$ in $\theta_j + 2(f_3, a_{i_3} x^{i_3})$.

If $i_2 \geq 4$ is odd, the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j-1}$ in $\theta_j(f_3, a_{i_3} x^{i_3})$ is equal to the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+1}$ in $\theta_j + 2(f_3, a_{i_3} x^{i_3})$.

Suppose that the proposition holds for all $l \leq k$.

Now we suppose that there are $m \leq (k - 1)$ odd numbers in the set $\{i_2, \ldots, i_k\}$. We will show that the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+2^{m+1}-1}$ in $\theta_j(f_{k+1}, a_{i(k+1)} x^{i(k+1)})$ is equal to the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+2^{m+1}-1}$ in $\theta_j(f_{k+1}, a_{i(k+1)} x^{i(k+1)})$.

Similarly to the case of $k = 2$, we will divide

$$\theta_j(f_{k+1}, a_{i(k+1)} x^{i(k+1)})$$

into three parts to discuss.

Firstly, since

$$[f_{k+1}]_{j-1}[a_{i(k+1)} x^{i(k+1)}]_{j-1} = (\bigoplus_{l=0}^{i(k+1)-1} \theta_j - 1(f_l, a_{i_l} x^{i_l})) ([a_{i(k+1)}]_0 [x]_0 [x]_{j-1} \oplus \alpha),$$

by the induction hypothesis, it is easy to see that

$$\bigoplus_{l=1}^{k} \theta_j - 1(f_l, a_{i_l} x^{i_l}) = \bigoplus_{l=1}^{k} \theta_j - 1(f_l, a_{i_l} x^{i_l}) \oplus \bigoplus_{l=1}^{k} \theta_j + 2^{m+1}-1(f_l, a_{i_l} x^{i_l})$$

$$= \bigoplus_{l=1}^{k} \theta_j + 2^{m+1}-1(f_l, a_{i_l} x^{i_l}),$$

then the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j-1}$ in $[f_{k+1}]_{j-1}[a_{i(k+1)} x^{i(k+1)}]_{j-1}$ is equal to the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+2^{m+1}-1}$ in $[f_{k+1}]_{j+2^{m+1}-1}[a_{i(k+1)} x^{i(k+1)}]_{j+2^{m+1}-1}$.

Secondly,

$$\sum_{l=j-1}^{j+2^{m+1}-2} [f_{k+1}]_l[a_{i_{l(k+1)}} x^{i_{l(k+1)}}]_l \prod_{t=l+1}^{j+2^{m+1}-1} ([f_{k+1}]_t \oplus [a_{i_{l(k+1)}} x^{i_{l(k+1)}}]_t)$$

doesn’t contain the monomial $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+2^{m+1}-1}$.

Finally, we can check that the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j-1}$ in

$$\sum_{l=0}^{j-2} [f_{k+1}]_l[a_{i_{l(k+1)}} x^{i_{l(k+1)}}]_l \prod_{t=l+1}^{j-1} ([f_{k+1}]_t \oplus [a_{i_{l(k+1)}} x^{i_{l(k+1)}}]_t)$$

is equal to the coefficient of $\lbrack x \rbrack_0 [x]_1 \cdots [x]_{j+2^{m+1}-1}$ in

$$\sum_{l=0}^{j-2} [f_{k+1}]_l[a_{i_{l(k+1)}} x^{i_{l(k+1)}}]_l \prod_{t=l+1}^{j+2^{m+1}-1} ([f_{k+1}]_t \oplus [a_{i_{l(k+1)}} x^{i_{l(k+1)}}]_t).$$
The claim holds and the proof ends. □

Remark In the above theorem, the generalized polynomials (**) are studied in general and the condition for generating a single cycle is presented. In practice, if we treat the coefficients as symbols, then there are $2^d$ different forms of generalized polynomials, for we have two operations $\cdot$ and $\oplus$ to choose between the adjacent monomials. When we consider the concrete case of the generalized polynomial of which the $\cdot$ and $\oplus$ appear between the monomials are fixed, we can gain more explicit conditions on the generalized polynomial being single-cycle. Firstly, from Theorem 3, it is easy to determine the number $l$. Then, we only need to check the ANFs of $p(x)_{i}$, for $0 \leq i \leq (4 + 2^d)$, according to (*) in Theorem 1. Furthermore, using of the formulas of sum and product of 2-adic integers, we can present a more explicit characterization of the coefficients of the single cycle generalized polynomials, just like Theorem 2 above and Theorem 3.1 in [19].

Let us consider a simple case of the generalized polynomial $p(x) = a_0 + a_1x \oplus a_2x^2 \pmod{2^n}$. From Theorem 5.3 in [12], we know that $p(x) (\mod 2^n)$ is invertible for any $n \in \mathbb{N}$ if and only if $[a_1]_0 = [a_2]_0 = 0$.

Moreover, we have the following proposition.

**Proposition 1** \( \widehat{p(x)} = a_0 + a_1x \oplus a_2x^2 \pmod{2^n} \) is single cycle for any $n \in \mathbb{N}$ if and only if \([a_0]_0 = [a_1]_0 = 1, [a_1]_1 = [a_2]_0 = 0\).

**Proof** From Theorem 3, we have $l = 1$, thus $\forall n \in \mathbb{N}$, \( \widehat{p(x)} (\mod 2^n) \) is single cycle if and only if $p(x) (\mod 2^2)$ is single cycle. Therefore, we only need to check the ANFs of $p(x)_{i}, i = 0, 1, \ldots, 6$.

First, for $i \geq 1$, $\theta_1(a_0, a_1x)$ does not contain the term \([x]_i\), then we consider the coefficient of the term \([x]_0 [x]_1 \cdots [x]_{i-1}\) in $\theta_1(a_0, a_1x)$.

Since

\[
\theta_1(a_0, a_1x) = [a_0]_0[a_1x]_0([a_0]_1 \oplus [a_1]_1)([a_0]_2 \oplus [a_1]_2) \cdots ([a_0]_{i-1} \oplus [a_1]_{i-1})
\]

\[
\oplus [a_0]_1[a_1x]_1([a_0]_2 \oplus [a_1]_2) \cdots ([a_0]_{i-1} \oplus [a_1]_{i-1})
\]

\[
\oplus \cdots \oplus [a_0]_{i-1}[a_1x]_{i-1},
\]

it is easy to know that the monomial \([x]_0 [x]_1 \cdots [x]_{i-1}\) is only contained in

\[
[a_0]_0[a_1x]_0([a_0]_1 \oplus [a_1]_1)([a_0]_2 \oplus [a_1]_2) \cdots ([a_0]_{i-1} \oplus [a_1]_{i-1})
\]

and the coefficient is \([a_0]_0\).

From Theorem 3.1 in [19], we have

\[
[a_0]_0 \oplus [a_1x]_0 \oplus [a_2x^2]_0 = [x]_0 \oplus [a_0]_0,
\]

\[
[a_0]_1 \oplus [a_1x]_1 \oplus [a_2x^2]_1 = [x]_1 \oplus ([a_1]_1 \oplus [a_2]_1)[x]_0 \oplus [a_0]_1,
\]

\[
[a_0]_2 \oplus [a_1x]_2 \oplus [a_2x^2]_2 = [x]_2 \oplus ([a_1]_1 \oplus [a_2]_0)[x]_0[x]_1 \oplus \alpha,
\]

for $i \geq 3$, \([a_0]_i \oplus [a_1x]_i \oplus [a_2x^2]_i = [x]_i \oplus [a_1]_1[x]_0[x]_1 \cdots [x]_{i-1} \oplus \alpha$. 


Therefore,
\[
\tilde{p}(x)_0 = [a_0]_0 \oplus [a_1 x]_0 \oplus [a_2 x^2]_0 = [x]_0 \oplus [a_0]_0,
\]
\[
\tilde{p}(x)_1 = [a_0]_1 \oplus [a_1 x]_1 \oplus [a_2 x^2]_1 \oplus \theta_1(a_0, a_1 x) = [x]_1 \oplus ([a_0]_0 \oplus [a_1]_1 \oplus [a_2]_1)[x]_0 \oplus [a_0]_1,
\]
\[
\tilde{p}(x)_2 = [a_0]_2 \oplus [a_1 x]_2 \oplus [a_2 x^2]_2 \oplus \theta_2(a_0, a_1 x) = [x]_2 \oplus ([a_0]_0 \oplus [a_1]_1 \oplus [a_2]_0)[x]_0[x]_1 \oplus \alpha,
\]
for \(3 \leq i \leq 6,
\]
\[
\tilde{p}(x)_i = [a_0]_i \oplus [a_1 x]_i \oplus [a_2 x^2]_i \oplus \theta_i(a_0, a_1 x) = [x]_i \oplus ([a_0]_0 \oplus [a_1]_1)[x]_0[x]_1 \cdots [x]_{i-1} \oplus \alpha.
\]

From Theorem 1, the result follows. □

**Example 1** Since \([5]_0 = [9]_1 = 1, [4]_0 = [4]_1 = 0,\) from Proposition 1, \(\tilde{p}(x) = 5 + 9x \oplus 4x^2 \mod 2^n\) is a single cycle function for any \(n \in \mathbb{N}.\) Its cycle structure over \(\mathbb{Z}/2^2\mathbb{Z}\) is \(0 \rightarrow 1 \rightarrow 2 \rightarrow 3 \rightarrow 0.\)

**Example 2** Since \([6]_0 \neq 1, [3]_1 \neq 0,\) from the above result, we know that \(\tilde{p}(x) = 6 + 3x \oplus 4x^2 \mod 2^n\) is not a single cycle function for some \(n.\) The cycle structure over \(\mathbb{Z}/2^3\mathbb{Z}\) is \(0 \rightarrow 6 \rightarrow 0, 1 \rightarrow 5 \rightarrow 1, 2 \rightarrow 4 \rightarrow 2, 3 \rightarrow 3, 7 \rightarrow 7.\)

4. Conclusion

In this paper, we have developed the bit-slice analysis of T-functions proposed by Klimov and Shamir in depth. By means of the formulas of sum and product of 2-adic integers, we gain a more explicit characterization of the single cycle T-function. In particular, we study a new class of single cycle T-functions which are called the generalized polynomials and present the necessary and sufficient conditions that the generalized polynomials are single cycle functions.
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