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ABSTRACT

We investigate how to factorize a multivariate polynomial
matrix into the product of two matrices. There are two ma-
jor parts. The first is a factorization theorem, which asserts
that a multivariate polynomial matrix whose lower order mi-
nors satisfy certain conditions admits a matrix factorization.
Our theory is a generalization to the previous results given
by Lin et.al [16] and Liu et.al [17]. The second is the imple-
mentation for factorizing polynomial matrices. According to
the proof of factorization theorem, we construct a main algo-
rithm which extends the range of polynomial matrices that
can be factorized. In this algorithm, two critical steps are in-
volved in how to compute a zero left prime matrix and a uni-
modular matrix. Firstly, based on the famous Quillen-Suslin
theorem, a new sub-algorithm is presented to obtain a zero
left prime matrix by calculating the bases of the syzygies of
two low-order polynomial matrices. Experiments show that
it is more efficient than the algorithm constructed by Wang
and Kwong [31]. Secondly, some auxiliary information pro-
vided by the above new sub-algorithm is used to construct
a unimodular matrix. As a consequence, the main algorithm
extends the application range of the constructive algorithm
in [17]. We implement all the algorithms proposed above on
the computer algebra system Singular and give a nontrivial
example to show the process of the main algorithm.

CCS CONCEPTS

• Computing methodologies → Symbolic and algebra-
ic algorithms;
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1 INTRODUCTION

Since multivariate polynomial matrix factorizations have a
wide range of applications in multidimensional circuits, sys-
tems and controls, and other related areas [1, 8], they have at-
tracted much attention over the past several decades. There-
by, great progress has been made on multivariate polynomial
matrix factorizations.

Let k[z1] be a principal ideal domain, where k is a field.
Then we can construct an efficient algorithm based on ele-
mentary transformations to factorize univariate polynomial
matrices. The authors in [7, 22] have completely solved the
bivariate case by using Hermite Smith reduction over the
rational function field of one variable. Although many pa-
pers such as [6, 9, 11, 32] have studied the multivariate cases
with n ≥ 3, the factorization problem has been unsolved for
almost 30 years. Following Youla and Gnavi’s work on the
basic structure of multivariate (n ≥ 3) system theory [32],
some factorization theories and algorithms for some classes
of multivariate polynomial matrices have been developed.

Charoenlarpnopparut and Bose in [2] first proposed an al-
gorithm for calculating the zero prime matrix factorization
of a multivariate polynomial matrix by using the Gröbner
bases of modules when all reduced minors of this matrix
generate a unit ideal. In some special cases, Lin in [12, 14]
solved the problem of zero prime matrix factorization. Mean-
while, Lin and Bose put forward the Lin-Bose’s conjecture
[15]: the absence of any common zeros in all reduced minors
of a matrix is a sufficient condition for the existence of ze-
ro prime matrix factorization. This conjecture was proved
in [18, 25, 30], which plays an important role in our paper.
Furthermore, Fabiańska and Quadrat in [24] demonstrated
that the QUILLENSUSLIN package contains the first imple-
mentation of Lin-Bose’s conjecture (Pommaret’s theorem).

In 2005, Wang et.al proposed a method which completely
solved the problem of minor prime matrix factorization [31].
Although many results have been achieved on zero or minor
matrix factorization, little progress has been made in solving
factor prime matrix factorization [19, 20, 29]. Thus, it is
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essential to propose some new methods to factorize a large
class of multivariate polynomial matrices.

The main idea of this paper comes from [16, 17]. Let
C[z] = C[z1, . . . , zn] be the ring of polynomials in variables
z1, . . . , zn with coefficients in the complex number field C.
Let F (z) be an l × m (l ≤ m) full rank matrix with en-
tries in C[z], and dl(F ) be the greatest common divisor
of all l × l minors of F (z). Assuming that d(z) = z1 −
f(z2, . . . , zn) is a divisor of dl(F ), Lin et.al in [16] proved that
F (z) has a matrix factorization w.r.t. d(z) when the rank of
matrix F (f, z2, . . . , zn) is l−1 for every (z2, . . . , zn) ∈ Cn−1.
Moreover, they provided a constructive algorithm for fac-
torizing this class of multivariate polynomial matrices. In
[17], Liu et.al focused on the lower order minors of matrices,
and proved that the necessary and sufficient condition of
rank(F (f, z2, . . . , zn)) = l − 1 for every (z2, . . . , zn) ∈ Cn−1

is d(z) and all (l− 1)× (l− 1) minors of F (z) generate C[z].
However, there are still many multivariate polynomial matri-
ces that can be factorized without satisfying this condition.
This implies that it would be significant to generalize the
theorems and algorithms in [16, 17].

Let R = k[z] be the set of polynomials in variables z with

coefficients in an arbitrary field k, and F ∈ Rl×m be of full
rank with dr(z) | dl(F ), where r is a positive integer. Assume
that d(z) and all (l−r0)×(l−r0) minors of F generate R and
d(z) | dl−r0+1(F ), where 1 ≤ r0 < min{l, r}. The following
questions arise: Does F (z) have a matrix factorization w.r.t.
dr0(z)? If so, how can we factorize it?

In order to solve the first problem, we propose a factor-
ization theorem to ensure that F (z) can be factorized w.r.t.
dr0(z). Using the proof of factorization theorem, we construc-
t the main algorithm. Two essential steps in the main algo-
rithm are involved to construct a zero left prime matrix and
a unimodular matrix. We propose a new sub-algorithm to
construct a zero left prime matrix by using Quillen-Suslin
theorem, and a unimodular matrix by using the additional
information provided by this sub-algorithm. Then the second
problem is solved.

This paper is organized as follows. In Section 2, we out-
line some knowledge about multivariate polynomial matrix
factorizations and propose two problems that we shall con-
sider. Theoretical results and generalization are presented
in Section 3, which will help us summarize how to factorize
multivariate polynomial matrices. The main algorithm is giv-
en in Section 4. Two sub-algorithms for constructing a zero
left prime matrix and a unimodular matrix are discussed in
Section 4.1 and Section 4.2, respectively. In Section 5, we im-
plement all algorithms proposed in this paper, and a simple
example is given to illustrate the calculation process of the
main algorithm. The conclusions are provided in Section 6.

2 PRELIMINARIES AND PROBLEMS

In the following, we shall denote k a field; k̄ an algebraical-
ly closed field extension of k; z the n variables z1, . . . , zn;
R = k[z] and R̂ = k(z) the set of polynomials and rational
functions in variables z with coefficients in k respectively;

Rl×m the set of l × m matrices with entries in R, etc. For
a nonzero matrix F (z) ∈ Rl×m, let rank(F ) be the rank of
F (z). When l = m, we use det(F ) to denote the determinant
of F (z). For 1 ≤ i ≤ rank(F ), let di(F ) be the greatest com-
mon divisor of all i× i minors of F (z), with the convention
that di(F ) := 0 if rank(F ) < i. f(z) | di(F ) means that f(z)
is a factor of di(F ). Let I ⊆ R be an ideal, then we call
V (I) the affine variety defined by I . Superscript T denotes
transposition.

Throughout this paper, the argument (z) is omitted when-
ever its omission does not cause confusion, for example, we
denote F (z) by F for simplicity. Without loss of generality,
the size of a given matrix is assumed to be l×m with l ≤ m.

In order to study the factorization of multivariate polyno-
mial matrices, we will review some useful notions and known
results which play a central role in multivariate system the-
ory, and then use an example to put forward two problems
we are considering.

2.1 Definitions and Important Results

Definition 2.1. Let F be a nonzero matrix in Rl×m, the
rank of F is r if there exists an r× r nonzero minor, and all
i× i (i > r) minors vanish identically.

Definition 2.2. Let F ∈ Rl×m be of full rank, then F is
said to be a zero left prime (ZLP) matrix, if all l× l minors
of F generate R.

We refer to [32] for more details of the definitions of zero
left prime (ZLP) matrix, minor left prime (MLP) matrix and
factor left prime (FLP) matrix.

LetW be anR-module with presentationR1×l φ
−−→ R1×m

→ W → 0, where φ is defined by M ∈ Rl×m. We introduce
the concept of the Fitting ideals of a finitely presented mod-
ule over R.

Definition 2.3. (See [5]) With the above notations, the ith
Fitting ideal Fitti(W ) of W is the ideal of R generated by
the (m− i)× (m− i) minors of M , with the conventions that
Fitti(W ) := 0 if m− i > l, and Fitti(W ) := R for i ≥ m.

Definition 2.4. Let F ∈ Rl×m be of full rank, and h(z) |
dl(F ). We say that F admits a matrix factorization w.r.t.

h(z), if F can be factorized as F = GF1 such that G ∈ Rl×l,
F1 ∈ Rl×m, and det(G) = h(z).

If F1 is a ZLP matrix in Definition 2.4, then F = GF1

is said to be a ZLP matrix factorization. For simplicity of
presentation, we use the following notation [11].

Definition 2.5. Let F ∈ Rl×m be of full rank, a1, . . . , as

denote all l× l minors of F . Extracting dl(F ) from aj yields
aj = dl(F ) · bj , j = 1, . . . , s, then b1, . . . , bs are called the
reduced minors of F .

Lemma 2.6. Let Ã = [Ñ , D̃] and A = [DT, NT]T be of

full rank, where Ñ ,N ∈ Rl×m, D̃ ∈ Rl×l and D ∈ Rm×m.
Suppose that ÃA = 0l×m, then det(D̃) 6= 0 ⇔ det(D) 6= 0.
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Lin has proved Lemma 2.6 in [13]. He also showed that re-
duced minor is an important invariant for multivariate poly-
nomial matrices in [11].

Lemma 2.7. Assume that D̃−1Ñ = ND−1, where D̃−1 ∈
R̂l×l, D−1 ∈ R̂m×m, Ñ ,N ∈ Rl×m. Let b1, . . . , bt and
b̃1, . . . , b̃t denote all reduced minors of [Ñ , D̃] and [DT, NT]T

respectively, then bj = ±b̃j, j = 1, . . . , t, the sign depends on
the index j.

In 1955, J.P. Serre raised the question whether any finitely
generated projective module over a polynomial ring is free.
This question, referred to as Serre’s conjecture, was proved
independently by D. Quillen [26] and A. Suslin [28] in 1976.
In 2007, Fabiańska and Quadrat developed a constructive
version of the Quillen-Suslin theorem in [24].

Lemma 2.8 (quillen-suslin theorem). Assume that W
∈ Rs×l is a ZLP matrix, where s < l. Then a square uni-
modular matrix U ∈ Rl×l can be constructed such that W is
its first s rows.

A square matrix U is a unimodular matrix if and on-
ly if det(U) is a nonzero constant in k. In 2001, Lin and
Bose proposed Lin-Bose’s conjecture when they considered
a generalization of Serre’s conjecture in [15]. Before long,
Pommaret first solved the Lin-Bose’s conjecture in [25].

Lemma 2.9. Let F ∈ Rl×m be of full rank, and all reduced
minors of F generate R. Then there exists a ZLP matrix
factorization F = GF1 such that det(G) = dl(F ) and F1 is

a ZLP matrix, where G ∈ Rl×l and F1 ∈ Rl×m.

2.2 Problems

In the following, the matrix type we consider is as follows:
F ∈ Rl×m is of full rank, and dr(z) | dl(F ) with d(z) =
z1 − f(z2, . . . , zn), where r is a positive integer and f is a
polynomial in k[z2, . . . , zn]. We first introduce an important
result in [17].

Lemma 2.10. With above notations. If d(z) and all (l −
1) × (l − 1) minors of F generate C[z], then F admits a
matrix factorization w.r.t. d(z).

Now we consider the following example. Let

F =





z21 − z1z2 + z23 − 1 z23 + z3 (z3 + 1)2

z1z2 − z22 z2z3 − z1z3 z2 − z1
z3 − 1 z3 z3 + 1



 ,

where det(F ) = −z1z
2
3(z1 − z2)

2. Let d(z) = z1 − z2, it is
easy to verify that d(z) is a common divisor of all 2 × 2
minors of F . This implies that d(z) and all 2 × 2 minors
of F do not generate C[z], so we cannot factorize F w.r.t.
d(z) by using Lemma 2.10. Nevertheless, F has a matrix
factorization F = GF1 w.r.t. d2(z), where

G =





d(z) 0 z3 + 1
0 d(z) 0
0 0 1



 , F1 =





z1 0 0
z2 −z3 −1

z3 − 1 z3 z3 + 1



 .

Assume that d(z) and all the (l − r0) × (l − r0) minors
of F generate R and d(z) | dl−r0+1(F ), where 1 ≤ r0 <

min{l, r}. The above example reminds us to consider the
following problems: 1. Does F have a matrix factorization
w.r.t. dr0(z)? 2. If so, how can we factorize it?

3 THEORETICAL RESULTS

Our task in this section is to solve Problem 1.

3.1 Factorization Theorem

In the following we will show that F can be factorized w.r.t.
dr0(z). Before giving the main factorization theorem, we in-
troduce two lemmas.

Lemma 3.1. Let Q ∈ Rl×m and P be an R-module finitely
presented by Q. If rank(Q) = l−r0 and Fittm−l+r0(P ) = R,

then there is a ZLP matrix H ∈ Rr0×l such that HQ =
0r0×m.

Proof. We divide our proof into three steps. First, we
construct a special r0 × l full rank matrix H0 such that
H0Q = 0r0×m. In view of rank(Q) = l − r0, we could as-
sume that the first (l − r0) row vectors ~q1, . . . , ~ql−r0 of Q
are R-linear independent. This implies that ~q1, . . . , ~ql−r0 and

~ql−r0+k are R-linear dependent for 1 ≤ k ≤ r0. Thus ~hkQ =

01×m for some row vector ~hk = [hk1, . . . , hk(l−r0), 0, . . . , 0,

hk(l−r0+k), 0, . . . , 0] ∈ R1×l, where hk(l−r0+k) 6= 0. It follows

that a full rank matrix H0 ∈ Rr0×l can be constructed such
that H0Q = 0r0×m, where

H0 =







h11 · · · h1(l−r0) h1(l−r0+1)

...
. . .

...
. . .

hr01 · · · hr0(l−r0) hr0l






.

The next thing to do in the proof is to prove that all
the reduced minors of H0 generate R. For simplicity, let
b1, . . . , bγ denote all r0 × r0 reduced minors of H0, where

γ =
(

l

r0

)

. Let Q1, . . . , Qη denote all l × (l − r0) submatrices

of Q, and bi1, . . . , biγ denote all (l − r0) × (l − r0) reduced
minors of Qi, where 1 ≤ i ≤ η and η =

(

m

l−r0

)

.

Let H0 = [H1,H2], where H1 is composed of the first
l − r0 columns of H0 and H2 = diag(h1(l−r0+1), . . . , hr0l).

It is clear that det(H2) 6= 0. Let Qi = [QT

i1, Q
T

i2]
T, where

Qi1 ∈ R(l−r0)×(l−r0) and Qi2 ∈ Rr0×(l−r0). If Qi is not of
full rank, then bij ≡ 0, j = 1, . . . , γ. If Qi is of full rank, then
it follows from H0Q = 0r0×m that

[

H1,H2

]

[

Qi1

Qi2

]

= 0r0×(l−r0). (1)

By Lemma 2.6, det(Qi1) 6= 0. From equation (1) we have

H−1
2 H1 = −Q−1

i1 Qi2. (2)

According to Lemma 2.7, H0 and Qi have the same reduced
minors without considering the sign, i.e., bj = ±bij , j =
1, . . . , γ. Therefore, all (l − r0) × (l − r0) reduced minors
of Q are as follows: ∆11b1, . . . ,∆1γbγ , · · · ,∆η1b1, . . . ,∆ηγbγ ,
where ∆ij ∈ {±1, 0}. Recalling that Fittm−l+r0(P ) = R,
this implies that all (l − r0) × (l − r0) reduced minors of
Q generate R. Hence, we can conclude that b1, . . . , bγ must
generate R.
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Finally, we proceed to prove this lemma. Using Lemma
2.9, there exist matrices G ∈ Rr0×r0 and H ∈ Rr0×l such
that H0 = GH , where det(G) = dr0(H0) and H is a ZLP
matrix. Combining H0Q = 0r0×m and det(G) 6= 0, we get
HQ = 0r0×m. The proof is completed. �

Lemma 3.2. Let g(z) ∈ R and f(z) ∈ k[z2, . . . , zn]. Sup-
pose that g(f, z2, . . . , zn) = 0, then z1 − f(z2, . . . , zn) is a
divisor of g(z).

The proof is simple and omitted. Combining Lemma 3.1
and Lemma 3.2, we give a solution to Problem 1.

Theorem 3.3. Let W be an R-module finitely presented
by F and d(z) | dl−r0+1(F ). If Fittm−l+r0(W ) and d(z) gen-
erate R, then F admits a matrix factorization w.r.t. dr0(z).

Proof. First, we need to verify that the rank of F (f, z2,
. . . , zn) is l−r0. Since d(z) | dl−r0+1(F ) implies that 〈d(z)〉 ⊇
Fittm−l+r0−1(W ), it follows that rank(F (f, z2, . . . , zn)) ≤

l− r0. Let Ŵ be an R-module finitely presented by F (f, z2,
. . . , zn). We assert that rank(F (f, z2, . . . , zn)) cannot be s-

maller than l − r0. If otherwise, Fittm−l+r0(Ŵ ) = 0. This
implies that 〈d(z)〉 ⊇ Fittm−l+r0(W ), then Fittm−l+r0(W )
and d(z) do not generate R, which leads to a contradiction.

Second, our task is to claim that Fittm−l+r0(Ŵ ) = R. If
the assertion would not hold, then there exists a point z̃1 =
(z12, . . . , z1n) ∈ k̄n−1 such that z̃1 ∈ V (Fittm−l+r0(Ŵ )). Let
z11 = f(z̃1), then (z11, z12, . . . , z1n) is a common zero of d(z)
and Fittm−l+r0(W ). This contradicts the fact that d(z) and
Fittm−l+r0(W ) generate R.

We finally remark that F has a matrix factorization w.r.t.
dr0(z). Using Lemma 3.1, we get HF (f, z2, . . . , zn) = 0r0×m,
where H(z2, . . . , zn) is an r0 × l ZLP matrix. Meanwhile,
according to Quillen-Suslin theorem, it follows that an l × l
unimodular matrix U(z2, . . . , zn) can be constructed such

that H is its first r0 rows. Let F̂ = UF , then the first r0
rows of F̂ (f, z2, . . . , zn) are zero polynomials. By Lemma

3.2, the first r0 rows of F̂ have the common divisor d(z), i.e.,

F̂ = ΛF1 =













d(z)

. . .
d(z)

1

. . .
1



























g11 ··· g1m

...
. . .

...
gr01 ··· gr0m

g(r0+1)1 ··· g(r0+1)m

...
. . .

...
gl1 ··· glm















,

where gij ∈ R and Λ = diag(d(z), . . . , d(z), 1, . . . , 1) with
det(Λ) = dr0(z). Consequently, we can now derive the factor-
ization of F w.r.t. dr0(z): F = GF1, where G = U−1Λ. �

Remark 1. When r0 = 1, Cluzeau and Quadrat proved
the above theorem by using module theory in [3] (see pages
85-86). When r0 > 1, Theorem 3.3 is an extension of the
result in [3]. Our proof is based on matrix computation and
control theory, which is different from module theory method
in [3].

3.2 Generalization

Let dk(z) denote the multivariate polynomial zk − h(z1, . . . ,
zk−1, zk+1, . . . , zn), where 1 ≤ k ≤ n and h is a polynomial in
k[z1, . . . , zk−1, zk+1, . . . , zn]. Similar to the proof of Theorem
3.3, we can obtain the following corollary.

Corollary 3.4. Let W be an R-module finitely present-
ed by F and dks(z) | dl−r0+1(F ). If Fittm−l+r0(W ) and
dk(z) generate R, then F admits a matrix factorization w.r.t.
dr0k (z).

When r0 = 1, the authors in [17] proved that F has a ma-
trix factorization w.r.t. dr(z) by r successive decompositions
if d(z) and Fittm−l+r0(W ) generate R. But how about the
case when r0 > 1 and r0 | r?

Assume that d(z) and Fittm−l+r0(W ) generate R and
d(z) | dl−r0+1(F ). Does F admit a matrix factorization w.r.t.
dr(z) by r

r0
successive decompositions?

Let F0 = F . According to Theorem 3.3, there exist G0 ∈
Rl×l and F1 ∈ Rl×m such that F0 = G0F1, where det(G0) =
dr0(z). This implies that dr−r0(z) | dl(F1), so we can contin-
ue to factorize F1(z) w.r.t. d

r1(z) by using the same method,
where 1 ≤ r1 < min{l, r − r0}.

Proposition 3.5. With the above notations and assum-
ing that d(z) | dl−r0+1(F1), then F1 admits a matrix factor-
ization w.r.t. dr0(z).

Proof. Let W1 be an R-module finitely presented by
F1. This proposition will be proved by showing that d(z)
and Fittm−l+r0(W1) generate R. If the statement would
not hold, then d(z) and Fittm−l+r0(W1) have a common
zero ẑ0 ∈ k̄n. Let ẑ0 = (z01, z02, . . . , z0n), where z01 =
f(z02, . . . , z0n). From F0(ẑ0) = G0(ẑ0)F1(ẑ0) we have that
ẑ0 is a common zero of d(z) and Fittm−l+r0(W ), this con-
tradicts the fact that d(z) and Fittm−l+r0(W ) generate R.
Thus, F1 admits a matrix factorization w.r.t. dr0(z): F1 =
G1F2, where G1 ∈ Rl×l, F2 ∈ Rl×m and det(G1) = dr0(z).

�

Using Proposition 3.5, it is not difficult to derive the fol-
lowing conclusion.

Corollary 3.6. With the above notations and assuming
that d(z) | dl−r0+1(Fi) for every 1 ≤ i ≤ r

r0
− 1, then F0

admits a matrix factorization w.r.t. dr(z) by r
r0

successive

decompositions, where Fi satisfies Fi−1 = Gi−1Fi for some
Gi−1 ∈ Rl×l with det(Gi−1) = dr0(z) and Fi ∈ Rl×m.

Let Wi (1 ≤ i ≤ r
r0

−1) be an R-module finitely presented

by Fi. Applying Corollary 3.6 to Fi, we do not need to verify
whether or not d(z) and Fittm−l+r0(Wi) generate R. This
implies that we can avoid some unnecessary computations
during the decomposition process.

4 ALGORITHMS

The aim of this section is to solve Problem 2. With the help
of Lemma 3.1 and Theorem 3.3, we can now get the following
algorithm.
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Algorithm 1: MF algorithm

Input :F ∈ Rl×m be of full rank, where dr(z) | dl(F )
and d(z) = z1 − f(z2, . . . , zn).

Output : the factorization of F w.r.t. dr0(z).
begin

1. find r0 such that d(z) and all (l − r0)× (l − r0)
minors of F generate R and d(z) | dl−r0+1(F ).

if r0 does not exist then
return this method cannot factorize F ;

else
2. construct an r0 × l ZLP matrix H(z2, . . . , zn)

such that HF (f, z2, . . . , zn) = 0r0×m;
3. construct an l × l unimodular matrix

U(z2, . . . , zn) such that H is its first r0 rows;

4. compute F1 ∈ Rl×m such that UF = ΛF1,
where Λ = diag(d(z), . . . , d(z), 1, . . . , 1) with
det(Λ) = dr0(z);

return F = GF1, where G = U−1Λ.

When r0 = 1, our algorithm is the same as the algorithm
in [16]. When 1 < r0 < min{l, r}, more multivariate polyno-
mial matrices can be factorized by using the MF algorithm.
This implies that we extend previous algorithm to a larger
range. Before proceeding further, let us remark on the MF
algorithm.

(1) When r0 > 1, it is difficult to construct a ZLP ma-
trix H . Although Wang and Kwong in [31] used a
method which is based on a basis of a free module to
obtain H and Fabiańska and Quadrat get H by im-
plementing the Lin-Bose’s conjecture in [24], we will
propose a new method to construct H , with details
being presented in Section 4.1.

(2) There are many methods to construct an l × l u-
nimodular matrix U [21, 23, 24]. Nevertheless, we
construct U by using the auxiliary information pro-
vided by the algorithm in Section 4.1. See Section
4.2 for more details.

We are now in a position to construct an r0 × l ZLP ma-
trix H and an l × l unimodular matrix U . In the following
subsections, we first propose a new algorithm to construct
H in which some additional information will be given, then
construct U by using these information.

4.1 Constructing a ZLP Matrix

Without loss of generality, we may assume r0 > 1. From
the proof of Lemma 3.1, we first compute an r0 × l matrix
H0(z2, . . . , zn) such that H0F (f, z2, . . . , zn) = 0r0×m, where
the reduced minors of H0 generate R. Next, we get a ZLP
matrix H by factorizing H0. Proceeding as the construction
of H0 in Lemma 3.1, it is easy to calculate H0. Therefore,
this subsection focuses on how to obtain H by factorizing
H0. In order to propose our new algorithm for constructing

H , we need to introduce two new symbols for simplicity of p-
resentation and two important lemmas for proving our main
result.

Let SyzR(F ) denote the right syzygy module of F con-
sisting of linear relations over R among the column vec-
tors of F : SyzR(F ) = {~q ∈ Rm×1 | F~q = 0l×1}. Simi-
larly, let SyzL(F ) denote the left syzygy module of F , i.e.,

SyzL(F ) = {~p ∈ R1×l | ~pF = 01×m}.

Lemma 4.1. Let P ∈ Rr0×l be of full row rank. If P =
GP1 for some G ∈ Rr0×r0 and P1 ∈ Rr0×l, then SyzR(P ) =
SyzR(P1).

This is a very powerful lemma, and the proof can be found
in [13]. The following lemma is an important consequence
from Quillen-Suslin theorem.

Lemma 4.2. Let W ∈ Rs×l be a ZLP matrix with s < l.
Then SyzR(W ) is a free module of rank (l − s) over R.

Proof. According to Quillen-Suslin theorem, it follows
that a l×l unimodular matrix U can be constructed such that
W is its first s rows. This implies that there is an invertible
matrix V ∈ Rl×l satisfying UV = Il×l. Let B ∈ Rl×s consist
of the first s columns of V , then WB = Is×s.

Considering anR-module homomorphism φ:Rl×1 → Rs×1

with φ(~q) = W~q for all ~q ∈ Rl×1. Obviously, φ is a surjec-
tive, as φ(B~p) = WB~p = ~p for all ~p ∈ Rs×1. We can con-
struct the following short exact sequence: 0 → Ker(φ) →

Rl×1 φ
−−→ Rs×1 → 0. If we can prove this sequence is split,

then the lemma follows immediately. We define another R-
module homomorphism ϕ: Rs×1 → Rl×1 by ϕ(~p) = B~p for
all ~p ∈ Rs×1. Then φ · ϕ = 1Rs×1 implies that the above
sequence is split. Therefore, Rl×1 = Rs×1 ⊕Ker(φ). In view
of SyzR(W ) = Ker(φ), we get that SyzR(W ) is a free module
of rank (l − s) over R. �

Now we prove the main result for calculating H .

Theorem 4.3. Let H0 ∈ Rr0×l be of full row rank, and
the reduced minors of H0 generate R. If W ∈ Rl×(l−r0) is
composed of a basis in SyzR(H0), then W is a ZLP matrix.
Moreover, let H ∈ Rr0×l consist of a basis in SyzL(W ), then
H0 has a matrix factorization H0 = GH such that G ∈
Rr0×r0 and H is a ZLP matrix.

Proof. By Lemma 2.9, we have H0 = G1H1, where G1 ∈
Rr0×r0 and H1 ∈ Rr0×l is a ZLP matrix. Then Lemma
4.1 easily implies that SyzR(H0) = SyzR(H1). According to
Lemma 4.2, it follows that SyzR(H0) is a free module of rank
(l − r0) over R.

For simplicity, we may take ~w1(z), . . . , ~wl−r0(z) as a ba-
sis of SyzR(H0), where ~wi(z) ∈ Rl×1 and 1 ≤ i ≤ l − r0.
Let W = [~w1(z), . . . , ~wl−r0(z)], then H0W = 0r0×(l−r0). By
Lemma 2.7, the reduced minors of W generate R. We claim
that W is a ZLP matrix. If otherwise, then there exist ma-
trices G2 ∈ R(l−r0)×(l−r0) and W1 ∈ Rl×(l−r0) such that

W = W1G2, (3)
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where det(G2) = dl−r0(W ) ∈ R \ k and W1 is a ZLP ma-
trix. Since H0W = 0r0×(l−r0) and det(G2) 6= 0, it can easily
be verified that H0W1 = 0r0×(l−r0). Consequently, every col-
umn vector of W1 is in SyzR(H0), and there exists a matrix

G3 ∈ R(l−r0)×(l−r0) such that

W1 = WG3. (4)

By substituting Eq.(3) into Eq.(4), we obtain

I(l−r0)×(l−r0) = G2G3. (5)

It follows from Eq.(5) that G2 and G3 are unimodular ma-
trices, which leads to a contradiction.

Notice that SyzL(W ) is a free module of rank r0 over

R, there exists a basis ~h1(z), . . . ,~hr0(z) of SyzL(W ), where
~hj(z) ∈ R1×l and 1 ≤ j ≤ r0. Let H ∈ Rr0×l consist of these
row vectors, then H is a ZLP matrix. As H0 ∈ SyzL(W ),
there exists a matrix G ∈ Rr0×r0 such that H0 = GH . �

Remark 2. In Theorem 4.3, we need to compute a ba-
sis of a free module over k[z]. Fabiańska and Quadrat in
[24] proposed a general algorithm for computing bases of a
free module by using some kind of heuristic, and first gave
a Maple package QUILLENSUSLIN [27] which performs ba-
sis computation of free modules over k[z] with rational and
integer coefficients. When k is another field such as a finite
field, our strategies are that we first compute a standard ba-
sis of a free module, next use a criterion which is proposed
in [10] (see Corollary 3.1.12, page 154) to reduce redundan-
t elements from the standard basis, then we get a minimal
standard basis. If the number of elements of the minimal s-
tandard basis is equal to that of a basis, then we obtain a
basis of a free module; otherwise, further research needs to
be done.

For simplicity, we call a matrix consisting of a basis of
SyzR(H0) (or SyzL(W )) as a generating matrix. Accord-
ing to Theorem 4.3, we get the following algorithm:

Algorithm 2: ZLP algorithm

Input :H0 ∈ Rr0×l, has a ZLP matrix factorization.
Output : two generating matrices W ∈ Rl×(l−r0) and

H ∈ Rr0×l.
begin

1. calculate a generating matrix W of SyzR(H0);
2. compute dr0(H0) of H0;
if dr0(H0) is a nonzero constant then

let H = H0;
else

compute a generating matrix H of SyzL(W );

return W and H .

Remark 3. The Maple package QUILLENSUSLIN has
implemented the Lin-Bose’s conjecture and basis computa-
tion, but with the increase in the size of multivariate poly-
nomial matrices, we cannot get a ZLP matrix or a basis of
a free module in a considerable amount of time. Therefore,
we implement the ZLP algorithm over k[z] with coefficients

in a finite field for avoiding the phenomenon of coefficient
expansion in the computation process.

We randomly generate a number of different order matri-
ces with all reduced minors generating the unit ideal R, and
all the polynomials in the matrices are taken from the polyno-
mial ring R = F32003[z1, z2, z3], where F32003 is a finite field.
We implement the ZLP algorithm on the computer algebra
system Singular, and compare our algorithm with the algo-
rithm in [31]. All the timings in the following table are the
average for computing 10 randomly generated examples run-
ning on a computer with Intel Core i7-4790 CPU(3.60GHz)
and 4GB memories, operated by Windows 7.

Table 1: Timings (msec)

Order New algorithm Old algorithm

(3, 8) 11 23

(4, 8) 16 85

(5, 10) 35 239

(5, 11) 42 430

(5, 12) 87 618

(5, 13) 135 892

(6, 12) 138 2000

(7, 12) 207 4636

(8, 12) 529 6957

(9, 12) 2041 13338

(10, 13) 3897 17979

(11, 14) 7269 49437

As indicated in Table 1, we find that our algorithm is
faster than the algorithm in [31]. This is because Wang and
Kwong need to calculate a basis of the syzygy of a matrix
with size l×(r0+l), but we decompose the method of comput-
ing a basis of the syzygy of a large matrix into the method
of computing two bases of the syzygies of two small matrices
with size r0 × l and (l − r0)× l.

We also test ten more examples. The numbers of columns
of the matrices in the examples are fixed on 15, and the
numbers of the rows are from 2 to 11. The following figure
shows that our algorithm is more efficient when the number
of rows becomes larger.
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Figure 1: The timings between two algorithms.
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4.2 Constructing a Unimodular Matrix

In this subsection, we first give a detailed algorithm for con-
structing a unimodular matrix by combining the ZLP algo-
rithm, then we prove the correctness of our algorithm.

Algorithm 3: Unimodular algorithm

Input : an r0 × l ZLP matrix H and an l × (l − r0)
ZLP matrix W which satisfy HW = 0.

Output : an l × l unimodular matrix V .
begin

1. calculate a matrix B ∈ Rl×r0 , such that
HB = Ir0×r0 ;

return V = [B,W ], is a unimodular matrix.

Theorem 4.4. Let H ∈ Rr0×l be a ZLP matrix, then
we can obtain a unimodular matrix V ∈ Rl×l by using the
unimodular algorithm, and H is the first r0 rows of V −1.

Proof. The theorem will be proved if we show the col-
umn vectors of V can span a free module Rl×1. Denote
the submodule generated by the columns of B and W by
ρ(B) and ρ(W ), respectively. First, we consider the following

short exact sequence: 0 → Ker(σ) → Rl×1 σ
−−→ Rr0×1 → 0,

where σ: Rl×1 → Rr0×1 is an R-module homomorphism
with σ(~q) = H~q for all ~q ∈ Rl×1. Due to the fact H is a ZLP
matrix and W is a generating matrix of SyzR(H), it follows
that Rl×1 = Rr0×1 ⊕ ρ(W ).

Second, we define another R-module homomorphism π:
Rr0×1 → Rl×1 by π(~p) = B~p for any ~p ∈ Rr0×1. It is not
difficult to verify that π is injective since B is a full column
rank matrix. This implies that ρ(B) spans the submodule

Im(π). Noting that Rr0×1 ∼= Im(π), we have Rl×1 ∼= ρ(B)⊕
ρ(W ). Consequently, V is a unimodular matrix.

Let U ∈ Rl×l be the invertible matrix of V , then H =
HV U = H [B,W ]U = [Ir0×r0 , 0r0×(l−r0)]U . Therefore, H is

the first r0 rows of V −1. �

It follows from the Unimodular algorithm that the ZLP
algorithm provides two pieces of information for constructing
a unimodular matrix: a ZLP matrix H and a generating
matrix W of SyzR(H).

With the help of the ZLP algorithm and the Unimodu-
lar algorithm, we can now factorize F w.r.t. dr0(z) by using
the MF algorithm. This implies that Problem 2 is solved.

5 IMPLEMENTATION AND EXAMPLE

We implement our algorithms presented in this paper on the
computer algebra system Singular. The codes and a simple
example are available on the web:

http://www.mmrc.iss.ac.cn/∼dwang/software.html
We first discuss our implementation in Section 5.1. Then a

simple example is presented to illustrate how our algorithms
factorize a multivariate polynomial matrix in section 5.2.

5.1 Implementation

We implement all algorithms on Singular for the following
reasons:

(1) In the MF algorithm, we need to construct a ring
homomorphism: k[z] → k[z]/d(z). We can use the
command “map” to set up arbitrary ring maps.

(2) In the Unimodular algorithm, we need to compute
a matrix B such that HB = Ir0×r0 . This problem is
equivalent to a lifting homomorphism problem in [4]
(see Problem 4.1, page 129). The Singular command
“lift” can help us quickly obtain B.

5.2 A Simple Example

Consider the matrix F (z1, z2, z3) =
[

z22−2z1z2+z1−4z2+4 z1z2−z21−z2−z1+2 z1

z21−z1z2−z1z3+3z1−3z2−3z3 z1−z2+2 z2+z3−z1

z21−z22+z1z2−z1z3+z1+z2−3z3−7 z21−z1z2+2z1 z2+z3−2z1+1

]T

with det(F ) = (z1 − z2 + 2)3. Let f(z2, z3) = z2 − 2 and
d(z) = z1 − f(z2, z3). We will factorize F according to the
MF algorithm.

Step 1. We need to find r0 such that d(z) and all (l −
r0)× (l− r0) minors of F generate R and d(z) | dl−r0+1(F ).
Since d(z) is a common divisor of all 2 × 2 minors of F , it
follows that d(z) and all 2 × 2 minors of F do not generate
R. This implies that F cannot be factorized w.r.t. d(z) by
using Lemma 2.10. Note that the Gröbner basis of the ideal
generated by {z1, z2+z3−2z1+1, z1−z2+2, z2−z1+z3} is
R, which implies all 1× 1 minors of F and d(z) generate R.
Thus r0 = 2, and we can use the MF algorithm to factorize
F w.r.t. dr0(z).

Step 2. We construct a 2× 3 ZLP matrix H(z2, z3) such
that HF (f, z2, z3) = 02×3. Substituting f(z2, z3) for z1 in F ,
we have F (f, z2, z3) =

[

−(z2+1)(z2−2) −(z2+1)(z3+2) −(z2+1)(z3−z2+5)
0 0 0

z2−2 z3+2 z3−z2+5

]

.

It is not difficult to compute two R-linear independent row
vectors of SyzL(F (f, z2, z3)), they are ~q1 = [1, 0, z2+1], ~q2 =
[0, 1, 0]. Let H(z2, z3) = [~qT1 , ~qT2 ]T . It follows from all 2 × 2
minors of H generating R that H is a ZLP matrix. Thus H
satisfies the above requirements.

Step 3. we can construct a 3 × 3 unimodular matrix
U(z2, z3) such that H(z2, z3) is its first 2 rows. Using the
ZLP algorithm, we can get a generating matrix of SyzR(H):
W = [−z2 − 1, 0, 1]T. According to the Unimodular algo-

rithm, we obtain B =
[

1 0 0
0 1 0

]T
by calculating the equation

HB = I2×2. Let V = [B,W ], then U = V −1.
Step 4. Extracting d(z) from the first 2 rows of UF , we

get UF = Λ1F1, where Λ1 = diag(d(z), d(z), 1) and F1 =
[ 2−z2 z1−z2−z3 z1−z3−3
1−z1 1 z1
z1 z2+z3−z1 z2+z3−2z1+1

]

.

Step 5. Recall the MF algorithm to factorize F1 w.r.t.
d(z). Since d(z) and all 2 × 2 minors of F1 generate R, we
can construct a ZLP vector w(z2, z3) = [1, 0, 1] such that
wF1(f, z2, z3) = 01×3. Consequently, there exists a 3 × 3

http://www.mmrc.iss.ac.cn/~dwang/software.html
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unimodular matrix U1(z2, z3) =
[

1 0 1
0 1 0
0 0 1

]

such that U1F1 =

Λ2F2, where Λ2 = diag(d(z), 1, 1) and F2 =
[ 1 0 −1
1−z1 1 z1
z1 z2−z1+z3 z2−2z1+z3+1

]

.

Combining Step 4 and Step 5, we conclude that the
factorization of F w.r.t. d3(z) is

[

d2(z) 0 −z1−3
0 d(z) 0
0 0 1

]

[ 1 0 −1
1−z1 1 z1
z1 z2−z1+z3 z2−2z1+z3+1

]

.

6 CONCLUSIONS

We have studied the problems of multivariate polynomial
matrix factorization following the ideas from [16, 17]. First,
the matrix factorization theorem and the main algorithm
are presented in this paper such that the application range
of the method proposed in [16, 17] has been greatly extend-
ed. Second, the ZLP algorithm is more efficient than the
previous algorithm in [31]. Moreover, this new sub-algorithm
provides more information for constructing a unimodular ma-
trix, which is impossible for the previous algorithm. A point
that should be stressed is that the idea of the ZLP algo-
rithm can be applied to many other places, such as solving
the null-space basis of a high-order univariate polynomial
matrix.

Although we have considered d(z) = z1 − f(z2, . . . , zn),
it would be interesting to investigate the factorizations of
polynomial matrices w.r.t. different forms of d(z). We hope
that the results of this paper will motivate new progress in
this important research topic.
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