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ABSTRACT
An algorithm for computing the rational univariate representa-

tion of zero-dimensional ideals with parameters is presented in

the paper. Different from the rational univariate representation of

zero-dimensional ideals without parameters, the number of zeros

of zero-dimensional ideals with parameters under various special-

izations is different, which leads to choosing and checking the

separating element, the key to computing the rational univariate

representation, is difficult. In order to pick out the separating ele-

ment, by partitioning the parameter space we can ensure that under

each branch the ideal has the same number of zeros. Subsequently

based on the extended subresultant theorem for parametric cases,

the separating element corresponding to each branch is chosen

with the further partition of parameter space. Finally, with the help

of parametric greatest common divisor theory a finite set of the

rational univariate representation of zero-dimensional ideals with

parameters can be obtained.

CCS CONCEPTS
•Computingmethodologies→ Symbolic and algebraic algo-
rithms;Algebraic algorithms; Symbolic calculus algorithms;
Equation and inequality solving algorithms;

KEYWORDS
Rational univariate representation, Parametric zero-dimensional

ideal, Comprehensive Gröbner system

Permission to make digital or hard copies of all or part of this work for personal or

classroom use is granted without fee provided that copies are not made or distributed

for profit or commercial advantage and that copies bear this notice and the full citation

on the first page. Copyrights for components of this work owned by others than ACM

must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,

to post on servers or to redistribute to lists, requires prior specific permission and/or a

fee. Request permissions from permissions@acm.org.

ISSAC ’22, July 4–7, 2022, Villeneuve-d’Ascq, France
© 2022 Association for Computing Machinery.

ACM ISBN 978-1-4503-8688-3/22/07. . . $15.00

https://doi.org/10.1145/3476446.3535496

ACM Reference Format:
Dingkang Wang, Jingjing Wei, Fanghui Xiao, and Xiaopeng Zheng. 2022.

Rational Univariate Representation of Zero-Dimensional Ideals with Param-

eters. In Proceedings of the 2022 International Symposium on Symbolic and
Algebraic Computation (ISSAC ’22), July 4–7, 2022, Villeneuve-d’Ascq, France.
ACM, New York, NY, USA, 8 pages. https://doi.org/10.1145/3476446.3535496

1 INTRODUCTION
Solving multivariate polynomial equations has always been a classi-

cal algebraic problem, which plays an important role in many fields.

The rapid development of computer technology makes the func-

tion of computer algebra system perfect. Thus, it provides a new

opportunity for the solution of polynomial equations. Many new

methods for solving polynomial equations have emerged in com-

puter algebra and algebraic geometry, such as Wu’s method [26],

Gröbner basis method [2], resultant-based method [3]and eigen-

value methods [1, 20]. These new theories and methods inject new

vitality into the solution of polynomial equations, making them

more and more widely used in computer-aided design, computer vi-

sion, cybernetics, robot trajectory design, curve and surface design

and modeling.

Rouillier [16] in 1999 proposed the rational univariate represen-

tation (RUR) to solve zero-dimensional polynomial systems and

presented an efficient algorithm for computing rational univariate

representations. The rational univariate representation consists in

expressing all the coordinates of the roots for zero-dimensional

ideal I ⊂ k[x1, . . . ,xn ] (where k is a field of characteristic 0) as

rational functions of the roots of an univariate polynomial. That is,

the roots of I can be represented in the following way:

VL(I ) =

{(
д1(β)

д(β)
, . . . ,

дn (β)

д(β)

) ��� β ∈ VL(X(T ))

}
,

where X,д,д1, . . . ,дn ∈ k[T ] are univariate polynomials, L is an al-

gebraic closure of k ,VL(I ) is the variety of I in L
n
. Since then, it has

been extensively studied. Noro and Yokoyama [14] used modular

method to compute the rational univariate representation of zero-

dimensional ideal. Ouchi and Keyser [15] based on toric resultants

gave the computation of the rational univariate representation. Tan
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and Zhang [23] presented an improved algorithm for finding sep-

arating elements of zero-dimensional ideals. Zeng and Xiao [28]

proposed a method for computing the rational univariate repre-

sentation by Wu’s method. Ma, et al. [8] presented an approach to

compute the rational univariate representation via properties of

Gröbner basis.

Tan and Zhang [22, 24] generalized the rational univariate rep-

resentation theory to high-dimensional polynomial systems and

proposed the rational representation theory. Along this, Shang,

et al. [19] proposed a simplified rational representation and Xiao

et al. [27] presented an improvement of the rational representation

by introducing minimal Dickson basis proposed by [7]. Similar to

rational representation, Schost [18] proposed parametric geometric

resolution and Safey El Din et al. [17] used rational parametrizations

to represent all irreducible components of real algebraic sets.

Although the rational representation of polynomial systems has

formed a relatively perfect theory, the research on the rational rep-

resentation of polynomial systems with parameters as the method

of solving parametric multivariate polynomial equations is still

blank. In this paper, we extend the rational univariate represen-

tation of zero-dimensional ideals to the parametric case. Given

an ideal I = ⟨f1(U ,X ), . . . , fl (U ,X )⟩ ⊂ k[U ,X ] with variables X
and parameters U . The considered problem is to find finite sets

Ei ,Ni ⊂ k[U ], i ∈ {1, . . . , s} such that for all ū ∈ VL(Ei )\VL(Ni ),

I (ū) = ⟨f1(ū,X ), . . . , fl (ū,X )⟩ ⊂ L[X ] is a zero-dimensional ideal

and give an RUR of I (ū) to express the variety:

VL(I (ū)) =

{(
дi1(ū, β)

дi (ū, β)
, . . . ,

дin (ū, β)

дi (ū, β)

) ��� β ∈ VL(Xi (ū,T ))

}
,

where дi , дi1, . . ., дin , Xi ∈ k(U )[T ]. That is to compute a finite set:

{(E1,N1,X1,д1,д11, . . . ,д1n ), . . . , (Es ,Ns ,Xs ,дs ,дs1, . . . ,дsn )} .

The idea is based on the partition of parameter space, which

contains four steps. First, by means of comprehensive Gröbner

systems (see [5, 7, 11, 12, 21, 25]) and Finiteness theorem, we pick

out the zero-dimensional branches which satisfy the ideal is zero-

dimensional under parametric specializations. Different from the

rational univariate representation of zero-dimensional ideals with-

out parameters, the number of zeros for zero-dimensional ideals

with parameters under various specializations is different, which

leads to choosing and checking the separating element, the premise

and the key to computing the rational univariate representation,

is difficult. Thus, the second step is to determine the number of

zeros by partitioning of the parameter space such that each branch

of parameter space has the same number of zeros. Subsequently,

we use extended subresultant theorem [10] for parametric cases to

choose the separating element corresponding to each branch with

the further partition of parameter space. Finally, with the help of

parametric greatest common divisor theory [6, 13] a finite set of

which each branch shares the same expression of rational univariate

representation can be obtained.

This paper is organized as follows. In Section 2, we introduce

some notations and definitions, and extend the subresultant theo-

rem to parametric cases. The main content is presented in Section

3. We use comprehensive Gröbner systems, the extended subresul-

tant theorem and parametric greatest common divisors to give the

rational univariate representation of zero-dimensional ideals with

parameters. In Section 4, we proposed the algorithm for computing

rational univariate representations of parametric zero-dimensional

ideals and give an example to illustrate this algorithm. We end with

some concluding remarks in Section 5.

2 PRELIMINARIES
In this section we will introduce some notations and definitions to

prepare for the discussion of this article.

Let k be a field of characteristic 0, and L be its algebraic closure.

k[X ] is the polynomial ring over k in the variablesX = {x1, . . . ,xn }
and k[U ,X ] is the parametric polynomial ring with the parameters

U = {u1, . . . ,um } and variables X . I is an ideal of k[X ] and VL(I )
is the variety of I in Ln .

2.1 Rational univariate representation
Let I ⊂ k[X ] be a zero-dimensional ideal. Since I is zero-dimensional,

k[X ]/I is a linear space over k by Finiteness theorem. For all t ∈

k[X ], we denote bymt the k−linear map:

mt : k[X ]/I → k[X ]/I

f 7→ t f ,

where f denotes the residue class in k[X ]/I of any polynomial

f ∈ k[X ].

We denote byMt the matrix representation ofmt w.r.t. a basis

in quotient ring k[X ]/I . And we callmt the multiplication map and

Mt the multiplication matrix.

Theorem 2.1 ([16]). Let I ⊂ k[X ] be a zero-dimensional ideal,
t ∈ k[X ] andmt be the multiplication map. Then the eigenvalues
of Mt are {t(p) : p ∈ VL(I )}. More specifically, the characteristic
polynomial ofmt is

Xt (T ) =
∏

p∈VL (I )

(T − t(p))µ(p),

where µ(p) is the multiplicity of p in VL(I ).

Similarly, given the polynomial h ∈ k[X ], we can construct a

bilinear form

Sh (f ,д) = Tr(mhf ·mд) = Tr(mhf д).

Suppose that B = {Xα1 , . . . ,Xαs } is a basis of k[X ]/I . LetQh be

the matrix of Sh w.r.t. B, i.e., Qh = (Sh (X
αi ,Xα j ))1≤i, j≤s ∈ ks×s .

Qh is called the Hermite’s quadratic form associated h w.r.t. B in

quotient ring k[X ]/I .

Theorem 2.2 ([4], Page 71, Theorem 5.2). Let I ⊂ k[X ] be a
zero-dimensional ideal. Then the number of points in VL(I ) is equal
to the rank of Q1.

Next, we review the definition of separating elements which

plays an important role in rational univariate representation theory.

Definition 2.3. Let I ⊂ k[X ] be a zero-dimensional ideal. A poly-

nomial t ∈ k[X ] separates VL(I ), if

p1,p2 ∈ VL(I ),p1 , p2 ⇒ t(p1) , t(p2).

We also call t a separating element of I .
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Definition 2.4. Let I ⊂ k[X ] be a zero-dimensional ideal, and

t ∈ k[X ]. Xt is the characteristic polynomial of multiplication map

mt . For any v ∈ k[X ], we define:

д(v,T ) =
∑

α ∈VL (I )

µ(α)v(α)
∏

y,t (α ),y∈VL (Xt )

(T − y).

For any t ∈ k[X ], the t-representation of I is the (n + 2)-tuple:

{Xt (T ),д(1,T ),д(x1,T ), . . . ,д(xn ,T )}.

If t separates VL(I ), the t-representation of I is called the Ratio-
nal Univariate Representation (RUR) of I associated to t .

In [16], Rouillier proposed an algorithm to compute the RUR of

a zero-dimensional ideal.

Algorithm for Computing the RUR

Input: I = ⟨f1, . . . , fl ⟩ ⊂ k[X ] is a zero-dimensional ideal.

(1) Compute the Gröbner basis of I with a monomial order ≺

and a basis B of k[X ]/I over k .
(2) Compute the rank of Q1 with respect to B.
(3) Set d = rank(Q1) and choose t ∈ S = {x1 + ix2 + · · · +

in−1xn , i = 1, . . . ,nd(d − 1)/2} randomly, then compute the

characteristic polynomial Xt ofmt .

(4) Let Xt = Xt /gcd

(
X′
t ,Xt

)
. If deg(Xt ) , rank(Q1), then goto

(3).

(5) Suppose that Xt =
∑d
j=0

ajT
d−j

. Compute

д(T ) =
d−1∑
i=0

d−i−1∑
j=0

Tr(mt i )ajT
d−i−j−1, (1)

дk (T ) =
d−1∑
i=0

d−i−1∑
j=0

Tr(mxk t i )ajT
d−i−j−1,k = 1, . . . ,n. (2)

Output: {Xt (T ),д(T ),д1(T ), . . . ,дn (T )} ⊂ k[T ].
By the above algorithm, the variety of I can be represented as

VL(I ) =

{(
д1(β)

д(β)
, . . . ,

дn (β)

д(β)

) ��� β ∈ VL(Xt (T ))

}
.

There are some remarks:

• The Step (4) is aimed to check whether t is a separating

element of I . According to Definition 2.3, Theorem 2.1 and

Theorem 2.2, t is a separating element of I if and only if

deg(Xt ) = rank(Q1). In [16], it has been proved that S con-

tains at least one element that separates VL(I ).
• We can use Formula (1) and (2) to compute д(T ) and дi (T )
only if t is a separating element.

• The RUR of I computed by this algorithm is not unique. It

depends on the choice of the separating element.

2.2 Comprehensive Gröbner System and
Parametric Greatest Common Divisor

In order to deal with the polynomial system with parameters, we

will introduce the comprehensive Gröbner system. Fix a monomial

order ≺X in k[X ] and monomial order ≺U in k[U ]. Let ≺X ,U be

a block order, U ≺≺ X , within ≺U and ≺X . For convenience, we

often omit writing the order if there is no confusion.

Definition 2.5 ([25]). Let I = ⟨f1, . . . , fl ⟩ ⊂ k[U ,X ], S be a subset

of Lm , Gi = {дi1, . . . ,дit } ⊂ k[U ,X ] and Ei ,Ni ⊂ k[U ] for i =

1, . . . , s such that S =
⋃l
i=1
VL(Ei )\VL(Ni ). A finite set

G = {(E1,N1,G1), . . . , (Es ,Ns ,Gs )}

is called a comprehensive Gröbner system (CGS) on S for I if

for every i ∈ {1, . . . , s}, Gi (ū) = {дi1(ū,X ), . . . ,дit (ū,X )} is a

Gröbner basis of I (ū) = ⟨f1(ū,X ), . . . , fl (ū,X )⟩ ⊂ L[X ] for ū ∈

VL(Ei )\VL(Ni ). Each (Ei ,Ni ,Gi ) is called a branch of G. In partic-

ular, if S = Lm , then G is called a comprehensive Gröbner system

for I .

Definition 2.6. A comprehensive Gröbner systemG = {(E1,N1,G1),

. . . , (Es ,Ns ,Gs )} on S for I is said to be minimal, if for each i =
1, . . . , s ,

(1) VL(Ei )\VL(Ni ) , ∅, and furthermore, whenever i , j,

VL(Ei )\VL(Ni ) ∩ VL(Ej )\VL(Nj ) = ∅;

(2) Gi (ū) is a minimal Gröbner basis for I (ū) ⊂ L[X ] for ū ∈

VL(Ei )\VL(Ni );

(3) for each д ∈ Gi , assume that c1 = LCX (д) is the lead-

ing coefficient of д w.r.t. X , then c1(ū) , 0 for any ū ∈

VL(Ei )\VL(Ni ).

For computing the minimal comprehensive Gröbner system, we

can refer to the algorithm proposed by Kapur et al. [7].

Based on the comprehensive Gröbner system, Kapur et al. [6]

proposed an efficient algorithm for computing the greatest common

divisor of polynomials with parameters.

Definition 2.7. For F = { f1, . . . , fl } ⊂ k[U ][X ] and S ⊂ Lm ,

we call {(E1,N1,д1) , . . . , (Er ,Nr ,дr )} a parametric GCD of F on

S , if for each i = 1, . . . , r , дi (ū,X ) ∈ L[X ] is a greatest common di-

visor of { f1(ū,X ), . . . , fl (ū,X )} ⊂ L[X ] for ū ∈ VL(Ei )\VL(Ni ),

where Ei ,Ni ⊂ k[U ], дi ∈ k[U ][X ] for i = 1, . . . , r and S =
∪ri=1
VL(Ei )\VL(Ni ). If S = km , we simply call it a parametric

GCD of F .

2.3 Subresultant and Common Divisor
In the process of computing the RUR, we can see that it is neces-

sary to compute gcd(X′
t ,Xt ). Therefore, if the polynomial system

is with parameters, we need to discuss the relationship between

gcd(X′
t ,Xt ) and the value of parameters. In the following, we will

build the connection between the degree of gcd(X′
t ,Xt ) and the

parametersU by using the subresultant theory.

First, we review the theorem of the subresultant.

Theorem 2.8 ([10]). Let S be a unique factorization domain with
identity, and A(x),B(x) ∈ S[x] be univariate polynomials of positive
degrees m and n, respectively. Then for all 0 ≤ i < min(m,n), the
following three statements are equivalent:

(1) A(x) and B(x) have a common divisor with degree > i ;
(2) (∀j ≤ i)

[
SubResj (A,B) = 0

]
;

(3) (∀j ≤ i)
[
PSCj (A,B) = 0

]
.

where SubResj (A,B) denotes the ith subresultant ofA andB, PSC j (A,B)
denotes the leading coefficient of SubResj (A,B).

Now we extend this result to the case for parameters and obtain

the relationship between the degree of gcd(X′
t ,Xt ) and the values

of parameters.
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Lemma 2.9. Let X(U ,T ) =
∑l
i=0

ci (U )T i ∈ k[U ,T ] and E,N ⊂

k[U ]. Suppose that for ū ∈ VL(E)\VL(N ), cl (ū) , 0, then there exist
E0, . . . ,El−1

,N0, . . . ,Nl−1
⊂ k[U ] such that for each 0 ≤ i ≤ l − 1

and for all ū ∈ VL(E)\VL(N ),

deg

(
gcd(X(ū,T ),X′(ū,T ))

)
= i ⇐⇒ ū ∈ VL(Ei )\VL(Ni ).

where X′ ∈ k[U ,T ] is the derivation of X w.r.t. T .

Proof. We regard X and X′
as polynomials in S[T ], where S =

k[U ]. Then PSCj (X,X
′) ∈ k[U ]. For ū ∈ VL(E)\VL(N ), cl (ū) , 0,

so

degT (X(U ,T )) = deg(X(ū,T )) and degT (X
′(U ,T )) = deg(X′(ū,T )).

It implies that the degree of X(U ,T ) and X′(U ,T ) w.r.t. T does

not change under ū ∈ VL(E)\VL(N ). By the definition, for ū ∈

VL(E)\VL(N ),

PSCj (X,X
′)(ū) = PSCj (X(ū,T ),X′(ū,T )), j = 0, 1, . . . , l − 1.

Let λ = l − 1 and

Ei = E ∪ {PSCj (X,X
′)| j < i}, 0 ≤ i ≤ λ,

Ni = N × {PSCi (X,X
′)}, 0 ≤ i < λ, and Nλ = N ,

where N × { f } = {дf | д ∈ N }). By Theorem 2.8, for each 0 ≤ i < λ
and ū ∈ VL(E)\VL(N ), the following statements are equivalent:

(1) deg (gcd(X(ū,T ),X′(ū,T ))) = i;
(2) (∀j < i) [PSCj (X(ū,T ),X′(ū,T )) = 0] and PSCi (X(ū,T ),

X′(ū,T )) , 0;

(3) (∀j < i) [PSCj (X,X
′)(ū) = 0] and PSCi (X,X

′)(ū) , 0;

(4) ū ∈ VL(Ei )\VL(Ni ).

Moreover, it is easy to verify that the conclusion is also true when

i = λ. □

3 RUR OF ZERO-DIMENSIONAL IDEAL WITH
PARAMETERS

In the section, we will consider the RUR of zero-dimensional ideal

with parameters U . Let I = ⟨f1(U ,X ), . . . , fl (U ,X )⟩ ∈ k[U ,X ] and

E,N ⊂ k[U ]. For f ∈ k[U ], N × { f } = {дf | д ∈ N }. For every

ū ∈ VL(E)\VL(N ), the ideal generated by f1(ū,X ), . . . , fl (ū,X )

is denoted by I (ū). We want to find finite sets Ei ,Ni ⊂ k[U ],

i ∈ {1, . . . , s} such that for ū ∈ VL(Ei )\VL(Ni ), I (ū) is a zero-

dimensional ideal and give an RUR of I (ū) to express

VL(I (ū)) =

{(
дi1(ū, β)

дi (ū, β)
, . . . ,

дin (ū, β)

дi (ū, β)

) ��� β ∈ VL(Xi (ū,T ))

}
,

where дi , дi1, . . ., дin , Xi ∈ k(U )[T ].
The idea is based on the partition of parameter space, which

contains four steps.

Step 1. Pick zero-dimensional branches. That is to compute

Ei ,Ni ⊂ k[U ], i = 1, . . . , s , such that I (ū) is a zero-dimensional

ideal if and only if ū belongs to some VL(Ei )\VL(Ni ).

Step 2. Determine the number of zeros. For each Ei ,Ni in Step 1,

computeEi j ,Ni j ⊂ k[U ] such thatVL(Ei )\VL(Ni ) =
⋃s1

j=1
VL(Ei j )\

VL(Ni j ) and for each j ∈ {1, . . . , s1}, I (ū) has the same number of

zeros for all ū ∈ VL(Ei j )\VL(Ni j ).

Step 3. Choose and check the separating element. For each

Ei j ,Ni j in Step 2, compute Ei jk ,Ni jk ⊂ k[U ] such that VL(Ei j )\

VL(Ni j ) =
⋃s2

k=1
VL(Ei jk )\VL(Ni jk ) and for each k ∈ {1, . . . , s2},

I (ū) shares the same separating element for all ū ∈ VL(Ei jk )\VL(Ni jk ).

Step 4. Give the RUR for each branch. For each Ei jk ,Ni jk in Step

3, compute Ei jkl ,Ni jkl ⊂ k[U ] such that VL(Ei jk )\VL(Ni jk ) =⋃s3

l=1
VL(Ei jkl )\VL(Ni jkl ) and for each l ∈ {1, . . . , s3}, for all ū ∈

VL(Ei jkl )\VL(Ni jkl ), I (ū) shares the same expression of rational

univariate representation.

3.1 Partition according to the Gröbner basis
In fact, Step 1 is easy to be achieved by comprehensive Gröbner

system and Finiteness Theorem.

Theorem 3.1 (Finiteness Theorem [4]). Let I ⊂ k [X ] be an
ideal. Then the following conditions are equivalent:

(1) The algebra A = k[x1, . . . ,xn ]/I is finite-dimensional over k .
(2) The variety VL(I ) ⊂ Ln is a finite set.
(3) If G is a Gröbner basis for I , then for each 1 ≤ i ≤ n, there

is anmi ≥ 0 such that xmi
i = LM(g) for some д ∈ G, where

LM(д) is the leading monomial of д.

An ideal satisfying any of the above conditions is said to be

zero-dimensional.

Theorem 3.2. Let I = ⟨f1(U ,X ), . . . , fl (U ,X )⟩ ⊂ k[U ,X ]. There
exists a finite set {(E1,N1,G1), . . . , (Es ,Ns ,Gs )}, such that:

(1) I (ū) is a zero-dimensional ideal if and only if

ū ∈

s⋃
i=1

VL(Ei )\VL(Ni ).

(2) For ū ∈ VL(Ei )\VL(Ni ), Gi (ū) = {дi1(ū,X ), . . . ,дie (ū,X )}

is a Gröbner basis of I (ū).

Proof. We only need to compute the minimal comprehensive

Gröbner systemG =
{
(E1,N1,G1) , . . . ,

(
Es0
,Ns0
,Gs0

)}
for I . Choose

the branches

{(
Ei1 ,Ni1 ,Gi1

)
, . . . ,

(
Eil ,Nil ,Gil

)}
which satisfy for

each 1 ≤ j ≤ n, k[x j ] ∩ LMX (Giv ) , ∅ (v = 1, . . . , l). By Finite-

ness Theorem and the definition of minimal comprehensive Gröb-

ner system,

{(
Ei1 ,Ni1 ,Gi1

)
, . . . ,

(
Eil ,Nil ,Gil

)}
satisfies the con-

clusion. □

Remark 1. For each branch (Ei ,Ni ,Gi ) in Theorem 3.2, and for
ū ∈ VL(Ei )\VL(Ni ),

LM(Gi (ū)) = {LM(дi1(ū,X )), . . . , LM(дie (ū,X ))}.

Therefore, for all ū ∈ VL(Ei )\VL(Ni ), L[X ]/I (ū) shares the same
basis:

Bi = {Xα1 , . . . , Xαr | Xα j < ⟨LMX (Gi )⟩, j = 1, . . . , r },

where LMX (G) is a set of the leading monomials of all elements in G
w.r.t. X .

3.2 Partition according to the number of zeros
Actually, Step 2 is a preparation for Step 3. For non-parametric

cases, t ∈ k[X ] is a separating element of I if and only if deg(Xt ) =

rank(Q1), whereXt = Xt /gcd

(
X′
t ,Xt

)
. As for parametric cases,Q1

and Xt are both with parameters. Therefore, choosing a t ∈ k[X ],

it should discuss when dose deg(Xt ) = rank(Q1) hold with the

change of the parameters. First, we need to determine rank(Q1),

equally the number of zeros for I , under parametric specializations.
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Let (E,N ,G) be one of the branches obtained in Theorem 3.2

and G = {д1, . . . ,дe } ⊂ k[U ,X ]. Then (E,N ,G) satisfies that for
any ū ∈ VL(E)\VL(N ),

(1) I (ū) is zero-dimensional and G(ū) is a Gröbner basis of I (ū);
(2) for each д ∈ G, c1(ū) , 0, where c1 is the leading coefficient

of д w.r.t. X .

Assume that B = {Xα1 , . . . ,Xαr } be a basis of L[X ]/I (ū). For
t ∈ k[X ], let Ri be a remainder of t ·Xα1

on division byG in k(U )[X ],

i.e.,

t · Xαi =

e∑
j=1

qi jдj + Ri , i = 1, . . . , r .

where qi j ,Ri ∈ k(U )[X ] and their denominators are the products

of some factors of the leading coefficient of дj ∈ G w.r.t. X . So they

are not equal to zero under ū ∈ VL(E)\VL(N ). Therefore, we have

t · Xαi =

e∑
j=1

qi j (ū,X )дj (ū,X ) + Ri (ū,X ), i = 1, . . . , r .

The remainder of t · Xα1
on division by G(ū) in L[X ] is equal to

Ri (ū,X ). LetM I
t ∈ k(U )r×r be the matrix satisfying

(R1, . . . ,Rr ) = B ·M I
t ,

For any ū ∈ VL(E)\VL(N ),

(R1(ū,X ), . . . ,Rr (ū,X )) = B ·M I
t (ū).

Assume thatM
I (ū)
t is the multiplication matrix of t w.r.t. B in quo-

tient ring L[X ]/I (ū). ThenM I
t (ū) = M

I (ū)
t . Therefore, we obtain the

following lemma.

Lemma 3.3. Let (E,N ,G), B and M I
t ∈ k(U )r×r be as defined

above. For any ū ∈ VL(E)\VL(N ),

(1) The multiplication matrixM I (ū)
t of t w.r.t. B in quotient ring

L[X ]/I (ū) is equal toM I
t (ū).

(2) Assume that the characteristic polynomial ofM I
t over k(U ) is

Xt (U ,T ), then the characteristic polynomial of M I (ū)
t over L

is Xt (ū,T ).
(3) Let h ∈ k[X ],Q I

h ≜ (Tr(M I
hX αi X αj ))1≤i, j≤r be a r ×r matrix

over k(U ). Then the Hermite’s quadratic form associated h
w.r.t. B in quotient ring L[X ]/I (ū) is equal to Q I

h (ū).

By the above analysis, first we compute Q I
1
∈ k(U )r×r defined

above. For all ū ∈ VL(E)\VL(N ), Q
I (u)
1
= Q I

1
(u) by Lemma 3.3

and the number of points in VL(I (ū)) is equal to rank(Q
I (u)
1

) by

Theorem 2.2.

Theorem 3.4. Let (E,N ,G) be one of the branches in Theorem 3.2.
Then there exists a finite set

{(E1,N1,k1), . . . , (Es ,Ns ,ks )}, Ei , Ni ⊂ k[U ], ki ∈ Z>0,

such that VL(E)\VL(N ) = ∪si=1
VL(Ei )\VL(Ni ) and for each i ∈

{1, . . . , s} and all ū ∈ VL(Ei )\VL(Ni ), the number of points in
VL(I (ū)) is equal to ki .

Proof. We first compute Q I
1
∈ k(U )r×r as defined above. It

suffices to discuss rank(Q I
1
(ū)) for ū ∈ VL(E)\VL(N ). Let D is

the least common multiple of all denominators of entries in Q I
1
.

Then D ∈ k[U ] and D(ū) , 0 for any ū ∈ VL(E)\VL(N ). Let

Q = D ·Q I
1
∈ k[U ]r×r . It suffices to discuss rank(Q(ū)).

Assume that Q = (fi j )1≤i, j≤r . Using the method in [9], we con-

struct polynomial fi =
∑r
j=1

fi jzj ∈ k[U ][Z ],Z = {z1, . . . , zr },

i = 1, . . . , r . Compute the minimal comprehensive Gröbner sys-

tem G = {(E1,N1,G1), . . . , (Es ,Ns ,Gs )} of F = { f1, . . . , fr } where
U is the parameters. By Theorem 1 and Theorem 2 in [9], for

any ū ∈ VL(Ei )\VL(Ni ), the rank of Q(ū) is equal to the num-

ber of elements in Gi . Let ki denote the number of elements in Gi ,

{(E1,N1,k1), . . . , (Es ,Ns ,ks )} satisfies the conditions we need. □

3.3 Partition according to separating elements
Choosing the separating element is the key to obtain the rational

univariate representation. In the following, we will analyze each

branch in Theorem 3.4. Assume that for all ū ∈ VL(E)\VL(N ), the

number of points in VL(I (ū)) is the same, denoted by k0.

If k0 = 1, we can choose t = 1 which is a separating element

of I (ū) for ū ∈ VL(E)\VL(N ). Otherwise, choose randomly a t ∈

{x1 + ix2 + · · ·+ i
n−1xn , i = 1 . . .nk0(k0 − 1)/2}. VL(E)\VL(N ) can

be divided into two parts, VL(Ei )\VL(Ni ), i = 1, 2, where

(1) t is a separating element of I (ū) for ū ∈ VL(E1)\VL(N1).

(2) t is not a separating element of I (ū) for ū ∈ VL(E2)\VL(N2).

We will prove in fact the second part is "small enough" in num-

bers of points. Thus we first find a separating element for the most

part of VL(E)\VL(N ). For the small part, we will choose another

t ∈ k[X ]. Sequentially, it does a recursive procedure.

Theorem 3.5. Let I = ⟨f1(U ,X ), . . . , fl (U ,X )⟩ ⊂ k[U ,X ],E,N ⊂

k[U ], G ⊂ k[U ,X ]. Assume that for all ū ∈ VL(E)\VL(N ),
(1) I (ū) is zero-dimensional and G(ū) is a Gröbner basis of I (ū);
(2) for each д ∈ G , c1(ū) , 0, where c1 is the leading coefficient of

д w.r.t. X ;
(3) the number of points in VL(I (ū)) is equal to k0 , 1.

Suppose that t ∈ k[X ], Xt (U ,T ) ∈ k(U )[T ] is the characteristic
polynomial as defined in Lemma 3.3. Let X(U ,T ) ∈ k[U ][T ] (briefly,
X)be the product of Xt (U ,T ) and the least common multiple of all
denominators of Xt (U ,T ). Then t is separating element of I (ū) if and
only if ū ∈ VL(E)\VL(N × {PSCd (X,X

′)}) , ∅.

Proof. ByDefinition 2.3 and Theorem 2.1, for ū ∈ VL(E)\VL(N ),

t is a separating element of I (ū) if and only

deg

(
X(ū,T )

gcd(X′(ū,T ),X(ū,T ))

)
= k0,

which is equivalent to

deg(gcd

(
X′(ū,T ),X(ū,T )

)
) = deg(X(ū,T )) − k0.

Since degT (X) = deg(X(ū,T )), the above equation becomes

deg(gcd

(
X′(ū,T ),X(ū,T )

)
) = degT (X) − k0.

Let d = degT (X) − k0. By Theorem 2.1, for any ū ∈ VL(E)\VL(N ),

X(ū,T ) has at most k0 distinct roots. It implies that

deg(gcd

(
X′(ū,T ),X(ū,T )

)
) ≥ d .

Since k0 , 1, degT (X
′) = degT (X) − 1 > degT (X) − k0 = d . By

Theorem 2.8 and the proof of Lemma 2.9,

deg(gcd

(
X′(ū,T ),X(ū,T )

)
) ≤ d ⇐⇒ PSCd (X,X

′)(ū) , 0.
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Let N1 = N × {PSCd (X,X
′)}. Then,

deg(gcd

(
X′(ū,T ),X(ū,T )

)
) = d ⇐⇒ ū ∈ VL(E)\VL(N1) , ∅.

Thus, t is separating element of I (ū) if and only if ū ∈ VL(E)\VL(N×

{PSCd (X,X
′)}) , ∅. □

Remark 2. (1) For non-parametric cases, choosing t from S
randomly, t is a separating element of some zero-dimensional
ideal with probability 1. Therefore, it is easy to choose a t
satisfying Theorem 3.5.

(2) For E,N ∈ k[U ], we can use the method in [7] to check whether
VL(E)\VL(N ) = ∅.

Theorem 3.6. Let I = ⟨f1(U ,X ), . . . , fl (U ,X )⟩ ⊂ k[U ,X ],E,N ⊂

k[U ], G ⊂ k[U ,X ]. Assume that for all ū ∈ VL(E)\VL(N ),
(1) I (ū) is zero-dimensional and G(ū) is a Gröbner basis of I (ū);
(2) for each д ∈ G , c1(ū) , 0, where c1 is the leading coefficient of

д w.r.t. X ;
(3) the number of points in VL(I (ū)) is equal to k0.

Then there is a finite set

{(E1,N1, t1), . . . , (Es ,Ns , ts )}, Ei ,Ni ⊂ k[U ], ti ∈ k[X ],

such that VL(E)\VL(N ) = ∪si=1
VL(Ei )\VL(Ni ) and for each i ∈

{1, . . . , s}, ti is a separating element of I (ū) for ū ∈ VL(Ei )\VL(Ni ).

Proof. If k0 = 1, then t1 = 1, E1 = E, N1 = N and it is done.

When k0 , 1, we choose t ∈ S = {x1 + ix2 + · · · + in−1xn , i =
1 . . .nk0(k0−1)/2}. By Theorem 3.5, ifVL(E)\VL(N×{PSCd (X,X

′)})

= ∅, pick another t from S ; otherwise, let t1 = t ,E1 = E,N1 =

N × {PSCd (X,X
′)},E10 = E ∪ {PSCd (X,X

′)},N10 = N . Then

VL(E)\VL(N ) = VL(E1)\VL(N1) ∪ VL(E10)\VL(N10)

and t1 is a separating element of I (ū) for ū ∈ VL(E1)\VL(N1).

If VL(E10)\VL(N10) = ∅, it is done. Otherwise, it implies from

VL(E1)\VL(N1) , ∅ that PSCd (X,X
′) < ⟨E⟩. Thus ⟨E⟩ ⊊ ⟨E10⟩.

Continually, using Theorem 3.5 to (E10,N10) and choosing t2 ∈ S ,
we have

VL(E10)\VL(N10) = VL(E2)\VL(N2) ∪ VL(E20)\VL(N20)

and t2 is a separating element of I (ū) for ū ∈ VL(E2)\VL(N2). If

VL(E20)\VL(N20) = ∅, it is done. Otherwise, ⟨E10⟩ ⊊ ⟨E20⟩. Go on

like this, we get strictly ascending ideal chains:

E ⊊ E10 ⊊ E20 ⊊ E30 ⊊ · · · .

According to the ascending chains condition, it must stop in finite

steps. Thus, we obtain a finite set

{(E1,N1, t1), . . . , (Es ,Ns , ts )}, Ei ,Ni ⊂ k[U ], ti ∈ k[X ],

such that VL(E)\VL(N ) = ∪si=1
VL(Ei )\VL(Ni ) and for each i ∈

{1, . . . , s}, ti is a separating element of I (ū) for ū ∈ VL(Ei )\VL(Ni ).

□

3.4 Partitions according to GCDs of Xt and X′
t

Suppose that (E,N , t) is one of branches in Theorem 3.6. That is,

t is a separating element of I (ū) for any ū ∈ VL(E)\VL(N ). We

know if one obtain the RUR then you have to compute the GCD of

Xt and X′
t . However, for different ū ∈ VL(E)\VL(N ), the GCD of

Xt (ū,T ) and X′
t (ū,T ) may be different. In order to obtain the RUR

with parameters, one needs to use parametric GCD algorithm in [6].

VL(E)\VL(N ) will be divided into finite branches. In each branch

the GCD of Xt and X′
t has the same expression, then by adjusting

Formula (1), (2) in Section 2.1 to k(U )[T ], we can compute д(U ,T ),
д1(U ,T ), . . ., дn (U ,T ) and obtain an RUR for each branch.

Theorem 3.7. Let I = ⟨f1(U ,X ), . . . , fl (U ,X )⟩ ⊂ k[U ,X ],E,N ⊂

k[U ],G ⊂ k[U ,X ], t ∈ k[X ]. Assume that for all ū ∈ VL(E)\VL(N ),

(1) I (ū) is zero-dimensional and G(ū) is a Gröbner basis of I (ū);
(2) for each д ∈ G , c1(ū) , 0, where c1 is the leading coefficient of

д w.r.t. X ;
(3) t is a separating element of I (ū).

Let Xt (U ,T ) ∈ k(U )[T ] be the characteristic polynomial as defined
in Lemma 3.3. Then there is a finite set

{(E1,N1,Xt ,д1,д11, . . . ,д1n ), . . . , (Es ,Ns ,Xt ,дs ,дs1, . . . ,дsn )},

such that VL(E)\VL(N ) =
⋃s
i=1
VL(Ei )\VL(Ni ) and for each i ∈

{1, . . . , s} and for each ū ∈ VL(Ei )\VL(Ni ),

VL(I (ū)) =

{(
дi1(ū, β)

дi (ū, β)
, . . . ,

дin (ū, β)

дi (ū,T )

) ��� β ∈ VL(Xt (ū,T ))

}
,

where Ei ,Ni ∈ k[U ], Xt ,дi ,дi1, . . . ,дin ∈ k(U )[T ].

Proof. Let X(U ,T ) ∈ k[U ][T ] be the product of Xt (U ,T ) and
the least common multiple of all denominators of Xt (U ,T ). By the

parametric GCD algorithm in [6], we can obtain the parametric

GCDs of X(U ,T ) and X′(U ,T ) on VL(E)\VL(N ) and assume that

it is

{(E1,N1,d1) , . . . , (Es ,Ns ,ds )} ,

where VL(E)\VL(N ) = ∪ri=1
VL(Ei )\VL(Ni ), d1, . . . ,dr ∈ k[U ][T ]

and for every i = 1, . . . , s , di (ū,T ) is a greatest common divi-

sor of X(ū,T ) and X′(ū,T ) for any ū ∈ VL(Ei )\VL(Ni ). More-

over, the leading coefficient of di w.r.t. T is not zero under ū ∈

VL(Ei )\VL(Ni ). Therefore, we can divide di by the leading coeffi-

cient of di and make di ∈ k(U )[T ] monic. For ū ∈ VL(Ei )\VL(Ni ),

we have

gcd(Xt (ū,T ),X
′
t (ū,T )) = gcd(X(ū,T ),X′(ū,T )) = di (ū,T ).

For each i = 1, . . . , s , using divide algorithm in k(U )[T ], we get

Xt (U ,T ) = qi (U ,T )di (U ,T ) + ri (U ,T ), degT (ri ) < degT (di ),

Since di (ū,T ) divides Xt (ū,T ), for all ū ∈ VL(Ei )\VL(Ni ), ri (U ,T )
= 0. Therefore,

Xt (ū,T )

gcd

(
X′
t (ū,T ),Xt (ū,T )

) = qi (ū,T ).
Let Xt (U ,T ) = qi (U ,T ) =

∑d
j=0

ajT
d−j ∈ k(U )[T ]. Compute

дi (U ,T ) =
d−1∑
i=0

d−i−1∑
j=0

Tr(M I
t i )ajT

d−i−j−1, (3)

дi j (U ,T ) =
d−1∑
i=0

d−i−1∑
j=0

Tr(M I
xk t i

)ajT
d−i−j−1, j = 1, . . . ,n. (4)

Then

{Xt (ū,T ),дi (ū,T ),дi1(ū,T ), . . . ,дin (ū,T )}

is an RUR of I (ū) for ū ∈ VL(Ei )\VL(Ni ). □
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4 ALGORITHMS AND EXAMPLE
We are now ready to give the algorithm for computing a rational

representation with parameters of a ideal in k[U ,X ], where we

deliberately avoid tricks and optimizations, such as the selection of

separating elements, reducing X or дi by Ei .

Algorithm for computing RURs with parameters

Input: I = ⟨f1, . . . , fl ⟩ ⊂ k[U ,X ].

(1) Compute a comprehensive Gröbner system of I with ≺X ,U .

Choose the zero-dimensional branches by Theorem 3.2 and

denote them by G = {(E1,N1,G1), . . . , (Es ,Ns ,Gs )}.

(2) B2 := ∅. For each branch (Ei ,Ni ,Gi ) in (1) do:

(a) Compute Q I
1
= (pi j/qi j ) ∈ k(U )r×r defined in Lemma 3.3.

Let Q = D ·Q I
1
, where D = lcm({qi j : i, j = 1, . . . , r }).

(b) Assume that Q = (fi j )1≤i, j≤r . Construct polynomial fi =∑r
j=1

fi jzj . Compute the minimal Comprehensive Gröb-

ner system G = {(Ei1,Ni1,Gi1), . . . , (Eisi ,Nisi ,Gisi )} of

{ f1, . . . , fr }. SetAi := {(Ei1,Ni1,ki1), . . ., (Eisi ,Nisi ,kisi )},
whereki j is equal to number of element inGi j , j = 1, . . . , si .

(c) B2 := B2 ∪Ai .
(3) B3 := ∅. For each branch (Ei j ,Ni j ,ki j ) ∈ B2 do:

(a) If ki j = 1 then Ai j := {(Ei j ,Ni j , 1)} and goto (3.d); else

Ai j := ∅, S := {x1+ix2+ · · ·+i
n−1xn , i = 1, . . . ,nki j (ki j −

1)/2}.

(b) Randomly choose t ∈ S . Compute M I
t ∈ k(U )r×r , Xt ∈

k(U )[T ]. Let X = D ′ · Xt . Compute PSCd (X,X
′), where

D ′
is the least common multiple of all denominators of Xt

and d = degT (X) − ki j .
(c) If VL(Ei j )\VL(Ni j × PSCd (X,X

′)) = ∅, then S := S\{t}
and goto (3.b); else,Ai j := Ai j∪{(Ei j ,Ni j×PSCd (X,X

′), t)}.
Update Ei j := Ei j ∪ {PSCd (X,X

′)} and S := S\{t}. If
VL(Ei j )\VL(Ni j ) , ∅, then goto (3.b).

(d) B3 := B3 ∪Ai j .
(4) B4 := ∅. For each branch (Ei jk ,Ni jk , ti jk ) in (3) do:

(a) Compute parametric GCDs of X and X′
, denoted by

{(Ei jkl ,Ni jkl ,di jkl ) : l = 1, . . . ,v},

whereXt ∈ k(U )[T ] andX ∈ k[U ][T ] are the polynomials

computed in (3.b) corresponding to ti jk .
(b) For each (Ei jkl ,Ni jkl ,di jkl ) do:

Ai jkl := ∅. Compute Xt . By Formula (3), (4) compute

дi jkl (U ,T ), дi jkl1(U ,T ), . . . , дi jkln (U ,T ).Ai jkl := Ai jkl ∪
{(Ei jkl ,Ni jkl ,Xt ,дi jkl ,дi jkl1, . . . ,дi jkln )}

(c) B4 := B4 ∪Ai jkl .

Output: a finite set B4 of the rational univariate representations

with parameters, renumbering it by

{(E1,N1,X1,д1,д11, . . . ,д1n ), . . . , (Es ,Ns ,Xs ,дs ,дs1, . . . ,дsn )} .

For each i ∈ {1, . . . , s}, it satisfies that : for all ū ∈ VL(Ei )\VL(Ni ),

VL(I (ū)) =

{(
дi1(ū, β)

дi (ū, β)
, . . . ,

дin (ū, β)

дi (ū, β)

) ��� β ∈ VL(Xi (ū,T ))

}
,

where I (ū) = ⟨f1(ū,X ), . . . , fl (ū,X )⟩ ⊂ k[X ], Xi (ū,T ) ∈ k[T ].

Theorem 4.1. The above algorithmworks correctly and terminates
in a finite number of steps.

Proof. The correctness and the termination of the algorithm

directly follows from Theorems 3.2, 3.4, 3.6 and 3.7. □

We use the following simple example to illustrate the steps in

the above proposed algorithm.

Example 4.2. Let I = ⟨u1x
2

1
+ u2x2 + u2,u2x

2

2
+ u1x2 + u1⟩ ⊂

C[u1,u2,x1,x2] with ≺U and ≺X being graded lexicographic order,

(1) Compute the minimal comprehensive Gröbner system for I :

G ={({0}, {u1u2}, {u2x
2

2
+ u1x2 + u1,u1x

2

1
+ u2x2 + u2}),

({u1}, {u2,u2u1}, {1}), ({u2}, {u1}, {u1x
2

1
,u1x2 + u1}),

({u1,u2}, {1}, {0})}.

By Finiteness Theorem, ({0}, {u1u2}, {u2x
2

2
+u1x2+u1,u1x

2

1
+u2x2+

u2}) and ({u2}, {u1}, {u1x
2

1
,u1x2 + u1}) are two zero-dimensional

branches. For briefness, we only consider the first branch.

(2) For ({0}, {u1u2}, {u2x
2

2
+ u1x2 + u1,u1x

2

1
+ u2x2 + u2}), we

compute Q I
1
(U ) as defined in Theorem 3.4:

Q I
1
(U ) =



4 −
2u

1

u
2

0 0

−
2u

1

u
2

2u
1(u1

−2u
2)

u2

2

0 0

0 0

2(u1
−2u

2)
u

1

−
2(−3u

2
+u

1)
u

2

0 0

2(3u2
−u

1)
u

2

2

(
u2

1
−4u

1
u

2
+2u2

2

)
u2

2


.

Then D = u1u
2

2
be the least common multiple of all denominators

of Q I
1
. Let Q = D ·Q I

1
. Denote the entries of Q by fi j and set fi =∑

4

j=1
fi jzj , i = 1, . . . , 4. We compute the minimal comprehensive

Gröbner system of { f1, f2, f3, f4} on C
2 \ VC(u1u2): {

(
{0}, {(u1 −

4u2)u2u1}, {(u
3

1
u2 − 4u2

1
u2

2
)z2, (u

2

1
u3

2
− 4u1u

4

2
)z4, 2u1u

2

2
z1 − u2

1
u2z2,

2u4

2
z3−u1u

3

2
z4}

)
,
(
{u1−4u2}, {u1u2}, {u

3

2
z1−2u3

2
z2,u

3

2
z3−2u3

2
z4}

)
}.

Therefore,

B2 ={(E11,N11,k11), (E12,N12,k12)}

={({0}t , {u1u2(u1 − 4u2)}, 4), ({u1 − 4u2}, {u1u2}, 2)}.

(3) Let B3 = ∅. For the branch (E11,N11,k11) = ({0}, {u1u2(u1 −

4u2)}, 4), letA11 = ∅. Randomly choose t = x1 ∈ S . By computation,

M I
t =


0 0 1 0

0 0 0 1

−
u

2

u
1

−
u

2

u
1

0 0

1
u

1
−u

2

u
1

0 0

 , Xt = T
4 −

(u1 − 2u2)T
2

u1

+
u2

2

u2

1

. .

ThenX = u2

1
T 4 −u1(u1 −2u2)T

2+u2

2
,X′ = 4u2

1
T 3 −2u1(u1 −2u2)T ,

PSC0(X,X
′) = 16u6

1
u2

2
(u1 − 4u2)

2
. By check, C2\VC(u1u2(u1 −

4u2) · PSC0(X,X
′)) , ∅, x1 is a separating element of I (ū) under

ū ∈ C2\VC(16u7

1
u3

2
(u1 − 4u2)

3). Now

A11 := A11 ∪ {({0}, {16u7

1
u3

2
(u1 − 4u2)

3},x1)}.

UpdateE11 = E11∪{PSC0(X,X
′)}.We can checkVC(E11)\VC(N11)

= ∅. Then this branch has been done and

B3 := B3 ∪A11 = {({0}, {16u7

1
u3

2
(u1 − 4u2)

3},x1)}.

For the branch (E12,N12,k12) = ({u1−4u2}, {u1u2}, 2), letA12 =

∅. We also choose t = x1. ThenM
I
t ,Xt ,X,X′

are the same as above.

By computation,

PSC2(X,X
′) = −8u3

1
(u1 − 2u2).

We can check that VC(u1 − 4u2)\VC(u1u2 · PSC2(X,X
′)) , ∅, then

A12 := A12 ∪ {({u1 − 4u2}, {−8u4

1
u2(u1 − 2u2)},x1)}.
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Update E12 = E12 ∪ {PSC2(X,X
′)} = {u1 − 4u2,−8u3

1
(u1 − 2u2)}.

By check, VC(E12)\VC(N12) = ∅. This branch has been done and

B3 :=B3 ∪ A12

={({0}, {u7

1
u3

2
(u1 − 4u2)

3 }, x1), ({u1 − 4u2 }, {−8u4

1
u2(u1 − 2u2)}, x1)}.

(4) For the branch ({0}, {u7

1
u3

2
(u1 − 4u2)

3},x1), we compute the

parametric GCDs of X and X′
corresponding to t = x1. That is

{({0}, {u2u1(u1 − 4u2)}, 1)}. ThenXt = Xt . By Formula (3),(4),д1 =

4T 3 −
2(u1−2u2)T

u1

, д11 =
2(u1−2u2)

u1

T 2 −
4u2

2

u2

1

, д12 = −
2u1

u2

T 3 + 2T . Let

X1 = Xt = T
4−

u1−2u2

u1

T 2+
u2

2

u2

1

, we obtain the RUR with parameters

of this branch is ({0}, {u1u2(u1 − 4u2)},X1,д1,д11,д12).

For the branch ({u1 − 4u2}, {−8u4

1
u2(u1 − 2u2)},x1), we compute

the parametric GCDs of X, X′
corresponding to t = x1. That is

({u1 − 4u2}, {(u1 − 2u2)u1u2}, 4T
2u2

2
− u2

2
)

By computation, Xt = T 2 −
3u1−8u2

4u1

, д2 = 4T , д21 =
2(u1−2u2)

u1

,

д22 = −
2u1T
u2

. Let X2 = Xt . In this case, we can reduce X2, д2, д21,

д22 by the relation u1 − 4u2 = 0. Then we have X2 = T
4 − 1

2
T 2 + 1

16
,

д2 = 4T , д21 = 1,д22 = −8T . Thus, the RUR with parameters of this

branch is ({u1 − 4u2}, {(u1 − 2u2)u1u2},X2,д2,д21,д22).

In conclusion, we obtain two RURs of I under the parameter

branch ({0}, {u1u2}). That is ({0}, {u1u2(u1 −4u2)},X1,д1,д11,д12)

and ({u1 − 4u2}, {(u1 − 2u2)u1u2},X2,д2,д21,д22). Therefore,

(i) For all ū = (ū1, ū2) ∈ C
2\VC(u1u2(u1 − 4u2)),

VC(I (ū)) =

{(
д11(ū, β)

д1(ū, β)
,
д12(ū, β)

д1(ū, β)

) ��� β ∈ VC

(
T 4 −

ū1 − 2ū2

ū1

T 2 +
ū2

2

ū2

1

)}
=

{(
(ū2

1
− 2ū1ū2)β

2 − 2ū2

2

2β3ū2

1
− (ū1 − 2ū2)ū1β

,
−ū2

1
β2 + ū1ū2

2β2ū1ū2 − ū2 (ū1 − 2ū2)

) ���
β ∈ VC

(
T 4 −

ū1 − 2ū2

ū1

T 2 +
ū2

2

ū2

1

)}
.

(ii) For all ū = (ū1, ū2) ∈ VC(u1 − 4u2)\VC(u1u2),

VC(I (ū)) =

{(
1

4β
,−2

) ��� β ∈ VC

(
T 4 −

1

2

T 2 +
1

16

)}
,

5 CONCLUDING REMARKS
The rational univariate representation of zero-dimensional ideals

with parameters has been considered in the paper. Because the

number of zeros for zero-dimensional ideals with parameters under

parametric specializations is different, the choosing of separating el-

ements which is the premise and the key to computing the rational

univariate representation is quite difficult. By means of comprehen-

sive Gröbner systems to divide the parameter space, we make the

ideal under each branch have the same number of zeros. Moreover,

we extended the subresultant theorem to parametric cases, and

based on it we choose the separating element corresponding to

each branch, which further divides the parameter space. As a result,

making use of rational univariate representation and parametric

greatest common divisors we obtained a finite set of which each

branch shares the same expression of rational univariate representa-

tion and proposed the algorithm for computing rational univariate

representations of parametric zero-dimensional ideals.
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