Computing Isolated Singular Solutions of Polynomial Systems: Case of Breadth One$^*$
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Abstract. We present a symbolic-numeric method to refine an approximate isolated singular solution $\tilde{x} = (\tilde{x}_1, \ldots, \tilde{x}_n)$ of a polynomial system $F = \{f_1, \ldots, f_n\}$, when the Jacobian matrix of $F$ evaluated at $\tilde{x}$ has corank one approximately. Our new approach is based on the regularized Newton iteration and the computation of differential conditions satisfied at the approximate singular solution. The size of matrices involved in our algorithm is bounded by $n \times n$. The algorithm converges quadratically if $\tilde{x}$ is close to the isolated exact singular solution.
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1. Introduction.

Motivation and problem statement. Consider an ideal $I$ generated by a polynomial system $F = \{f_1, \ldots, f_n\}$, where $f_i \in \mathbb{C}[x_1, \ldots, x_n]$. Suppose $\tilde{x} = \tilde{x}_e + \tilde{x}_c$, where $\tilde{x}_e$ denotes the isolated exact singular solution of $F$ and $\tilde{x}_c$ denotes the error in the solution. The multiplicity $\mu$ of $\tilde{x}_e$ is defined as $\mu = \dim(\mathbb{C}[x]/Q)$, where $Q$ is the isolated primary component whose associate prime ideal is $P = (x_1 - \tilde{x}_1,e, \ldots, x_n - \tilde{x}_n,e)$, and the index $\rho$ of $\tilde{x}_e$ is defined as the minimal nonnegative integer $\rho$ such that $P^\rho \subseteq Q$ [37].

In [38, 39], they compute the truncated coefficient matrix of the involutive system to the order $\rho$, and generate multiplication matrices from its approximate null vectors. Then a basis of the approximate local dual space (Definition 2.1) of $I$ at $\tilde{x}$ can be obtained from these vectors (Theorem 5.4 in [38]). Let $\tilde{y}$ be the vector whose $i$-th element is the average of the trace of the multiplication matrix with respect to $x_i$. In [39], it has been proved that if the given approximation $\tilde{x}$ satisfies $\|\tilde{x} - \tilde{x}_e\| = \varepsilon$, for a small positive number $\varepsilon$, and the index $\rho$ and the multiplicity $\mu$ are computed correctly, then the refined solution obtained by adding $\tilde{y}$ to $\tilde{x}$ will satisfy $\|\tilde{x} + \tilde{y} - \tilde{x}_e\| = O(\varepsilon^2)$. Here and hereafter, $\|\cdot\|$ is denoted as the $l^2$-norm. The size of these coefficient matrices in [39] is bounded by $n \rho (\rho + n) \times (\rho + n)$, which will be very big when $\rho$ is large. Especially, when the corank of the Jacobian $F'(\tilde{x}_e)$ is one, then $\rho = \mu$, which is also called the breadth one case in [4, 5]. As pointed out in [10], the breadth one case is the least degenerate one and therefore most likely to be of practical significance. Moreover, it is also the worst case for the deflation method [5, 18, 27, 28] since the deflation always terminates at step $\mu - 1$, hence the size of the matrices grows extremely fast with the multiplicity.

In [20], we present a new algorithm which is based on Stetter’s strategies [35] for computing a closed basis $L = \{L_0, \ldots, L_{\mu-1}\}$ of the approximate local dual space of $I = (f_1, \ldots, f_n)$ at $\tilde{x}$ incrementally in the breadth one case. The size of matrices we used in computing each order of differential conditions is bounded by $n \times n$, which does not depend on the multiplicity. Moreover, during the computation, we only need to store the input polynomial system $F$, the last $n - 1$ columns of the Jacobian $F'(\tilde{x})$.
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and the computed differential conditions. Therefore, in the breadth one case, both storage space and execution time for computing a closed basis of the approximate local dual space are reduced significantly by the algorithm in [20]. This motivates us to consider whether we can get rid of large coefficient matrices in [38, 39] and refine approximate singular solutions more efficiently based on the computed differential conditions.

**Main contribution.** Suppose we are given an approximate singular solution \( \hat{x} \) of a polynomial system \( F \) satisfying \( \| \hat{x} - \hat{x}_e \| = \varepsilon \), where the positive number \( \varepsilon \) is small enough such that there are no other solutions of \( F \) nearby. We also assume that the corank of the Jacobian matrix \( F'(\hat{x}_e) \) is one. In order to restore the quadratic convergence of the Newton method, we first apply one regularized Newton iteration (in Section 3.1) to obtain a new approximation \( \hat{x} + \hat{y} \) which also satisfies the assumptions above, and then compute the approximate null vector \( r_1 \) of the Jacobian \( F'(\hat{x} + \hat{y}) \) which gives a generalized Newton direction, and the step length \( \delta \) is obtained by solving a linear system formulated by the computed differential operators using the algorithm in [20]. We show that \( \| \hat{x} + \hat{y} + \delta r_1 - \hat{x}_e \| = O(\varepsilon^2) \). The size of matrices involved in our algorithm is bounded by \( n \times n \). The method has been implemented in Maple. Moreover, we also prove the conjecture in [5] that the breadth one depth-deflation always terminates at step \( \mu - 1 \), where \( \mu \) is the multiplicity.

**Structure of the paper.** Section 2 is devoted to recall some notations and well-known facts. In Section 3, we describe an algorithm for refining approximate isolated singular solutions of polynomial systems in the breadth one case. Moreover, we prove that the algorithm converges quadratically if the approximate solution is close to the isolated exact singular solution. Some experiment results are given in Section 4. We mention some ongoing research in Section 5.

### 2. Preliminaries.

Let \( D(\alpha) = D(\alpha_1, \ldots, \alpha_n) : \mathbb{C}[x] \rightarrow \mathbb{C}[x] \) denote the differential operator defined by:

\[
D(\alpha_1, \ldots, \alpha_n) := \frac{1}{\alpha_1! \cdots \alpha_n!} \frac{\partial^{\alpha_1 + \cdots + \alpha_n}}{\partial x_1^{\alpha_1} \cdots x_n^{\alpha_n}},
\]

for nonnegative integer array \( \alpha = [\alpha_1, \ldots, \alpha_n] \). We write \( \mathfrak{D} = \{D(\alpha), \ |\alpha| \geq 0\} \) and denote by \( \text{Span}_c(\mathfrak{D}) \) the \( \mathbb{C} \)-vector space generated by \( \mathfrak{D} \). Introducing a morphism on \( \mathfrak{D} \) that acts as “integral”:

\[
\Phi_j(D(\alpha)) := \begin{cases} 
D(\alpha_1, \ldots, \alpha_j - 1, \ldots, \alpha_n), & \text{if } \alpha_j > 0, \\
0, & \text{otherwise}.
\end{cases}
\]

As a counterpart of the anti-differentiation operator \( \Phi_j \), we define the differential operator \( \Psi_j \) as

\[
\Psi_j(D(\alpha)) := D(\alpha_1, \ldots, \alpha_j + 1, \ldots, \alpha_n).
\]

**Definition 2.1.** Given a zero \( \hat{x}_e \) of an ideal \( I = (f_1, \ldots, f_n) \), we define the local dual space of \( I \) at \( \hat{x}_e \) as

\[
\triangle_{\hat{x}_e}(I) := \{ L \in \text{Span}_c(\mathfrak{D}) | L(f)_{x=\hat{x}_e} = 0, \ \forall f \in I \}.
\]  

(2.1)

The vector space \( \triangle_{\hat{x}_e}(I) \) and conditions equivalent to \( L(f)_{x=\hat{x}_e} = 0, \ \forall L \in \triangle_{\hat{x}_e}(I) \) are also called Max Noether space and Max Noether conditions in [25] respectively. Notice that the local dual space defined here consists of differential operators instead
of differential functionals in [5, 21, 22, 24, 25, 26]. For a nonnegative integer \( k \), \( \triangle^{(k)}(I) \) is a subspace of \( \triangle_{\mathbf{x}}(I) \) which consists of differential operators with differential order bounded by \( k \). Obviously, \( \triangle^{(0)}(I) = D(0, \ldots , 0) \). We have that

\[
\dim_{\mathbb{C}}(\triangle_{\mathbf{x}}(I)) = \mu, \quad (2.2)
\]

where \( \mu \) is the multiplicity of the zero \( \mathbf{x} \).

**Definition 2.2.** [21, 22, 24] A subspace \( \triangle \) of \( \text{Span}_{\mathbb{C}}(\Phi) \) is said to be closed if and only if its dimension is finite and

\[
L \in \triangle \implies \Phi_j(L) \in \triangle, \ j = 1, \ldots , n.
\]

Suppose \( \text{Span}(L_0, L_1, \ldots , L_{\mu-1}) \) is closed and \( L_0, \ldots , L_{\mu-1} \) are linearly independent differential operators which satisfy that \( L_i(f_j)_{x=\mathbf{x}} = 0, \ j = 1, \ldots , n, \ i = 0, \ldots , \mu - 1 \), then due to the closedness, \( L_i(q \cdot f_j)_{x=\mathbf{x}} = 0, \ \forall q \in \mathbb{C}[x_1, \ldots , x_n] \). Hence, \( \triangle_{\mathbf{x}}(I) = \text{Span}(L_0, L_1, \ldots , L_{\mu-1}) \).

**Lemma 2.3.** Let \( F'(\mathbf{x}) \) be the Jacobian of a polynomial system \( F = \{ f_1, \ldots , f_n \} \) evaluated at \( \mathbf{x} \). Suppose the corank of \( F'(\mathbf{x}) \) is one, i.e., the dimension of its null space is one, then \( \dim(\triangle^{(k)}_{\mathbf{x}}(I)) = \dim(\triangle^{(k-1)}_{\mathbf{x}}(I)) + 1 \) for \( 1 \leq k \leq \mu - 1 \) and \( \dim(\triangle^{(k)}_{\mathbf{x}}(I)) = \dim(\triangle^{(\mu-1)}_{\mathbf{x}}(I)) \), for \( k \geq \mu \). Hence we have \( \mu = \rho \).

**Proof.** Lemma 2.3 is an immediate consequence of [34, Theorem 2.2] and [5, Lemma 1]. \( \square \)

**Theorem 2.4.** [20] Suppose we are given an isolated multiple root \( \mathbf{x} \) of the polynomial system \( F = \{ f_1, \ldots , f_n \} \) with the multiplicity \( \mu \) and the corank of the Jacobian \( F'(\mathbf{x}) \) is one, and \( L_1 = D(1, 0, \ldots , 0) \in \triangle^{(1)}_{\mathbf{x}}(I) \). We can construct the \( k \)-th order differential condition retaining the closedness incrementally for \( k \) from 2 to \( \mu - 1 \) by the following formulas:

\[
L_k = P_k + a_{k,2}D(0,1,\ldots , 0) + \cdots + a_{k,n}D(0,\ldots , 1), \quad (2.3)
\]

where \( P_k \) has no free parameters and is obtained from previous computed \( L_1, \ldots , L_{k-1} \) by the following formula:

\[
P_k = \Psi_1(L_{k-1}) + \Psi_2(Q_{k,2})_{\alpha_1=0} + \cdots + \Psi_n(Q_{k,n})_{\alpha_1=\alpha_2=\cdots =\alpha_{n-1}=0}, \quad (2.4)
\]

where

\[
\Phi_1(P_k) = L_{k-1}, \ Q_{k,j} = \Phi_1(P_k) = a_{2,j}L_{k-2} + \cdots + a_{k-1,j}L_1, \ 2 \leq j \leq n. \quad (2.5)
\]

Here \( \Psi_j(Q_{k,j})_{\alpha_1=\cdots =\alpha_{j-1}=0} \) means that we only pick up differential operators \( D(\alpha) \) in \( Q_{k,j} \) where \( \alpha_1 = \cdots = \alpha_{j-1} = 0 \). The parameters \( a_{k,j}, j = 2, \ldots , n \) are determined by checking whether \( [P_k(f_1)_{x=\mathbf{x}}, \ldots , P_k(f_n)_{x=\mathbf{x}}]^T \) can be written as a linear combination of the last \( n - 1 \) linearly independent columns of \( F'(\mathbf{x}) \).

Suppose \( \mathbf{x} \) is an approximation of \( \mathbf{x} \) and \( ||\mathbf{x} - \mathbf{x}|| = \varepsilon \ll 1 \), we can use the algorithm MultiplicityStructureBreadthOneNumeric in [20] to compute a closed basis \( \{L_0, \ldots , L_{\mu-1}\} \) of the approximate local dual space of \( I \) at \( \mathbf{x} \). Since the errors in the matrix of the linear system

\[
\begin{bmatrix}
P_k(F)_{x=\mathbf{x}}, \frac{\partial F(\mathbf{x})}{\partial x_1}, \ldots , \frac{\partial F(\mathbf{x})}{\partial x_n}
\end{bmatrix} \cdot [1, a_{k,2}, \ldots , a_{k,n}]^T = 0,
\]


used in Theorem 2.4 are bounded by $O(\varepsilon)$ and

$$L_k = P_k + a_{k,2}D(0,1,0,\ldots,0) + \cdots + a_{k,n}D(0,\ldots,0,1),$$

is determined by its right singular vector $[1, a_{k,1}, \ldots, a_{k,n}]^T$ corresponding to its smallest singular value, we have

$$\|L_k(F)\|_{x=\tilde{x}} = O(\varepsilon),$$

according to [11, Corollary 8.6.2].

3. An Algorithm for Refining Approximate Singular Solutions. Suppose we are given an approximate solution

$$\hat{x} = \hat{x}_e + \hat{x}_\varepsilon,$$

where $\hat{x}_e$ denotes the error in the solution and $\hat{x}_\varepsilon$ denotes the exact solution of the polynomial system $F = \{f_1, \ldots, f_n\}$ with the multiplicity $\mu$ and the index $\rho$. In this section, we present a new method to refine $\hat{x}$ in the breadth one case, i.e., $\mu = \rho$.

Let $A = F'(\hat{x})$ be the Jacobian matrix of $F$ evaluated at $\hat{x}$ and $b = -F(\hat{x})$. Suppose the error in the solution is small enough, i.e., $\|\hat{x} - \hat{x}_e\| = \varepsilon \ll 1$, and $A$ is invertible, then Newton’s iteration computes

$$\hat{y} = A^{-1}b,$$  \hspace{1cm} (3.1)

and $\|\hat{x} + \hat{y} - \hat{x}_e\| = O(\varepsilon^2)$ according to the well-known Kantorovich theorem [16].

However, if $A$ is singular, as shown in [15], the convergence of Newton iterations for multivariate case is not guaranteed at irregular singularities.

Rall [29] studied the convergence properties of Newton’s method at singular points. Some modifications of Newton’s method to restore quadratic convergence have also been proposed in [1, 6, 7, 8, 12, 13, 14, 27, 28, 30, 31, 33]. In [13], a bordered system was introduced to restore the quadratic convergence of Newton’s method when $A$ has corank one approximately and $\hat{x}$ is a simple singular solution. It is clear to see that the regularity condition in [13] can not be satisfied if the multiplicity is larger than 2.

For simplicity, we make an assumption throughout this section.

Assumption 1. Suppose we are given an approximate singular solution $\tilde{x}$ of a polynomial system $F$ satisfying $\|\tilde{x} - \hat{x}_e\| = \varepsilon$, where the positive number $\varepsilon$ is small enough such that there are no other solutions of $F$ nearby. Moreover, we assume that the corank of the Jacobian matrix $F'(\hat{x}_e)$ is one.

Let $A = F'(\tilde{x})$ be the Jacobian matrix of $F$ evaluated at $\tilde{x}$ and its singular values be $\sigma_1, \ldots, \sigma_s$. Under Assumption 1, we have $\|F(\hat{x})\| = O(\varepsilon)$, $\sigma_i = \Theta(1)$, $1 \leq i \leq n-1$ and $\sigma_n = O(\varepsilon)$.

Remark 3.1. Notice that the notation $O(g)$ denotes that the value is bounded above by $g$ up to a constant factor, while $\Theta(g)$ denotes that the value is bounded both above and below by $g$ up to constant factors.

3.1. Regularized Newton iteration. Under Assumption 1, $F'(\tilde{x})$ is approximately singular. Instead of using (3.1) to compute $\hat{y}$, we solve the following damped least-squares problem

$$\min \|Ay - b\|^2 + \lambda\|y\|^2,$$
to obtain $\hat{y}$, where $A = F'(\hat{x})$ and $b = -F(\hat{x})$. The real number $\lambda > 0$ is called the regularization parameter \[36\].

**Theorem 3.2 (Regularized Newton Iteration).** Under Assumption 1, if we choose the smallest singular value $\sigma_n$ of $F'(\hat{x})$ as the regularization parameter, the solution $\hat{y}$ of the following regularized least squares problem

$$(A^*A + \sigma_n I_n)\hat{y} = A^*b$$  \hspace{1cm} (3.2)

satisfies

$$||\hat{y}|| = O(\varepsilon), \quad ||F(\hat{x} + \hat{y})|| = O(\varepsilon^2),$$  \hspace{1cm} (3.3)

where $A^*$ is the Hermitian (conjugate) transpose of $A = F'(\hat{x})$, $I_n$ is the $n \times n$ identity matrix and $b = -F(\hat{x})$.

**Proof.** Suppose $A = U \cdot \Sigma \cdot V^*$ is the singular value decomposition of $A$ where $\Sigma = \text{diag}\{\sigma_1, \ldots, \sigma_n\}$, then the solution of (3.2) is

$$\hat{y} = V \cdot (\Sigma^2 + \sigma_n I_n)^{-1} \cdot \Sigma \cdot U^* \cdot b.$$  \hspace{1cm} (3.4)

Since $\sigma_i = \Theta(1), 1 \leq i \leq n - 1, \sigma_n = O(\varepsilon)$ and $||b|| = O(\varepsilon)$, we have

$$||\hat{y}||^2 = \sum_{i=1}^{n} \left( \frac{\sigma_i |\tilde{b}_i|}{\sigma_i^2 + \sigma_n} \right)^2 = O(\varepsilon^2),$$

where $\tilde{b} = [\tilde{b}_1, \ldots, \tilde{b}_n]^T = U^*b$ and $||\tilde{b}|| = O(\varepsilon)$. Hence, $||\hat{y}|| = O(\varepsilon)$.

From the Taylor expansion of $F$ at $\hat{x}$, we have

$$F(\hat{x}_e) = -b + A(\hat{x}_e - \hat{x}) + O(\varepsilon^2).$$

Hence

$$|| - b + A(\hat{x}_e - \hat{x})|| = O(\varepsilon^2).$$

Furthermore, we have

$$|| - U^*b + \Sigma \cdot V^*(\hat{x}_e - \hat{x})|| = O(\varepsilon^2).$$

Since $\sigma_n = O(\varepsilon)$ and $||V^*(\hat{x} - \hat{x}_e)|| = ||\hat{x} - \hat{x}_e|| = \varepsilon$, we derive that the last component of the vector $\tilde{b}$ satisfies

$$|\tilde{b}_n| = O(\varepsilon^2).$$  \hspace{1cm} (3.5)

Since

$$A\hat{y} - b = U \cdot \text{diag}\left\{ \frac{-\sigma_n}{\sigma_1^2 + \sigma_n}, \ldots, \frac{-\sigma_n}{\sigma_n^2 + \sigma_n} \right\} \cdot \tilde{b},$$

we have

$$||A\hat{y} - b||^2 = \sum_{i=1}^{n} \left( \frac{\sigma_i |\tilde{b}_i|}{\sigma_i^2 + \sigma_n} \right)^2,$$
where
\[ \frac{\sigma_n}{\sigma_i^2 + \sigma_n} = O(\varepsilon), \text{ for } i = 1, \ldots, n - 1, \]
and \( \|\tilde{b}\| = O(\varepsilon) \). Although
\[ \frac{\sigma_n}{\sigma_n^2} = \Theta(1), \]
we have from (3.5) that \( |\tilde{b}_n| = O(\varepsilon^2) \), hence
\[ \|A\hat{y} - b\| = O(\varepsilon^2). \] (3.6)
Finally, from the Taylor expansion of \( F \) at \( \hat{x} \), we have
\[ \|F(\hat{x} + \hat{y})\| \leq \|-b + A\hat{y}\| + O(\varepsilon^2) = O(\varepsilon^2). \]

According to Theorem 3.2, after applying one regularized Newton iteration to \( F \) and \( \hat{x} \), we get \( \hat{y} \) satisfies (3.3), and the new approximate singular solution \( \hat{x} + \hat{y} \) satisfies
\[ \|\hat{x} + \hat{y} - \hat{x}_e\| \leq \|\hat{x} - \hat{x}_e\| + \|\hat{y}\| = \varepsilon + O(\varepsilon). \]

If
\[ \|\hat{x} + \hat{y} - \hat{x}_e\| = O(\varepsilon^2), \]
then we have already achieved the quadratic convergence. However, the convergence of the regularized Newton iteration is also not guaranteed when the Jacobian matrix is near singular. Hence, in most cases, we will have
\[ \|\hat{x} + \hat{y} - \hat{x}_e\| = \Theta(\varepsilon). \] (3.7)
We show below how to restore the quadratic convergence when the computed approximate singular solution \( \hat{x} + \hat{y} \) satisfies (3.3) and (3.7).

If \( L_1 \in \Delta_{\hat{x} + \hat{y}}(I) \) is not \( D(1, 0, \ldots, 0) \), as pointed out by Stetter in [35], we can compute the right singular vector of \( F'(\hat{x} + \hat{y}) \) corresponding to its smallest singular value \( \sigma'_n \), denoted by \( r_1 \) satisfying \( \|r_1\| = 1 \) and
\[ \|F'(\hat{x} + \hat{y}) r_1\| = \sigma'_n = O(\varepsilon). \] (3.8)
Let us form a unitary matrix \( R = [r_1, \ldots, r_n] \) and perform the linear transformation
\[ H(z) = F(Rz). \] (3.9)
It is clear that
\[ \hat{z}_e = R^{-1} \hat{x}_e \] (3.10)
is an exact root of \( H(z) \) and
\[ \hat{z} = R^{-1} (\hat{x} + \hat{y}) \] (3.11)
is an approximate root of $H(z)$. Moreover, we have

$$
\| \hat{z} - \hat{z}_c \| = \| R^{-1}(\hat{x} + \hat{y} - \hat{x}_c) \| = \| \hat{x} + \hat{y} - \hat{x}_c \| = \Theta(\varepsilon),
$$
(3.12)

$$
\| H(\hat{z}) \| = \| F(\hat{x} + \hat{y}) \| = O(\varepsilon^2),
$$
(3.13)

and

$$
\left\| \frac{\partial H(\hat{z})}{\partial z_1} \right\| = \left\| F'(\hat{x} + \hat{y})r_1 \right\| = \sigma'_n = O(\varepsilon).
$$
(3.14)

Hence, the condition (3.7) is equivalent to (3.12). Here and hereafter, we always assume that $\hat{z}$ satisfies

$$
\| \hat{z} - \hat{z}_c \| = \Theta(\varepsilon).
$$
(3.15)

**Theorem 3.3.** The root $\hat{z}_c$ defined in (3.10) is an isolated singular solution of $H$ with the multiplicity $\mu$ and the corank of $H'(\hat{z}_c)$ is one.

**Proof.** Since $H'(\hat{z}_c) = F'(\hat{x}_c)R$ and $R$ is a unitary matrix, we derive that the corank of $H'(\hat{z}_c)$ is one. Let $\mu'$ be the multiplicity of $\hat{z}_c$, and $\{L_0, L_1, \ldots, L_{\mu'-1}\}$ be a closed basis of the local dual space of $H$ at $\hat{z}_c$. The operator $\Gamma_R : \text{Span}_C(\mathfrak{D}) \rightarrow \text{Span}_C(\mathfrak{D})$ is defined by:

$$
\Gamma_R(D(\alpha)) := \Gamma_R \left( \frac{\partial^{\alpha_1 + \cdots + \alpha_n}}{\partial z_1^{\alpha_1} \cdots \partial z_n^{\alpha_n}} \right) = \frac{1}{\alpha_1! \cdots \alpha_n!} \partial (r_1^* \cdot x)^{\alpha_1} \cdots \partial (r_n^* \cdot x)^{\alpha_n}
$$

$$
= \frac{1}{\alpha_1! \cdots \alpha_n!} \sum_{|\beta| = |\alpha|} c_\beta \cdot \beta_1 \cdots \beta_n \cdot \partial x_1^{\beta_1} \cdots \partial x_n^{\beta_n},
$$

where $c_\beta$ is the coefficient of $\partial x_1^{\beta_1} \cdots \partial x_n^{\beta_n}$ in the expansion of $\frac{\partial^{\alpha_1 + \cdots + \alpha_n}}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}$. Since $H(z) = F(Rz)$ and $x = Rz$, according to multivariate chain rules, we have

$$
\Gamma_R(L_k)(F)_{x = \hat{z}_c} = L_k(H)_{z = \hat{z}_c} = 0,
$$

and for $1 \leq j \leq n$,

$$
\Phi_j(\Gamma_R(L_k)) = \Gamma_R \left( \sum_{i=1}^n r_{i,j} \Phi_i(L_k) \right)
$$

$$
= \Gamma_R \left( \sum_{i=1}^{k-2} (a_{k-1,2}r_{i,j} + \cdots + a_{k-1,n}r_{n,j} L_i + r_{1,j} L_{k-1}) \right)
$$

$$
= \sum_{i=1}^{k-1} (a_{k-1,2}r_{i,j} + \cdots + a_{k-1,n}r_{n,j}) \Gamma_R(L_i) + r_{1,j} \Gamma_R(L_{k-1}),
$$
where $0 \leq k \leq \mu' - 1$. Hence, $\{\Gamma_R(L_0), \Gamma_R(L_1), \ldots, \Gamma_R(L_{\mu'-1})\}$ is a closed basis of $\Delta_{\hat{z}}(\mu' - 1)(I)$ and $\mu' \leq \mu$. On the other hand, since $F(\hat{x}) = H(R^{-1} x)$, we derive that $\mu \leq \mu'$. Hence, $\mu' = \mu$. \[\square\]

**Remark 3.4.** Since $H'(\hat{z}) = F'(\hat{x} + \hat{y}) R$ and $R$ is a unitary matrix, we derive that the singular values of $H'(\hat{z})$ are the same as those of $F'(\hat{x} + \hat{y})$ and the corank of $H'(\hat{z})$ is one approximately. Suppose $\{L_0, L_1, \ldots, L_{\mu-1}\}$ is a closed basis of the approximate local dual space of $H$ at $\hat{z}$, where $L_0 = D(0, \ldots, 0)$ and $L_1 = D(1, 0, \ldots, 0)$. From the proof of Theorem 3.3 and (2.6), we have

$$\Gamma_R(L_k)(F)_{x=\hat{x}+\hat{y}} = L_k(H)_{x=\hat{z}} = O(\varepsilon),$$

and

$$\Phi_j(\Gamma_R(L_k)) \in \text{Span}\{\Gamma_R(L_1), \ldots, \Gamma_R(L_{k-1})\},$$

where $0 \leq k \leq \mu - 1$ and $1 \leq j \leq n$. Hence, $\{\Gamma_R(L_0), \Gamma_R(L_1), \ldots, \Gamma_R(L_{\mu-1})\}$ is a closed basis of $\Delta_{\hat{x} + \hat{y}}(I)$.

**Remark 3.5.** It should be noticed that Theorem 3.3 holds as long as $R$ is a regular matrix. However, if we choose a unitary matrix $R$, then it is much easier to compute the inverse of $R$ since $R^{-1} = R^*$.

It is interesting to notice that, after running one regularized Newton iteration, the last $n - 1$ elements of the solution $\hat{z}$ have already been refined quadratically.

**Theorem 3.6.** Suppose $\hat{z}_e$ and $\hat{z}$ are defined in (3.10) and (3.11) respectively. Under Assumption 1, we have

$$|\hat{z}_{1,e} - \hat{z}_1| = \Theta(\varepsilon),$$

and

$$|\hat{z}_{i,e} - \hat{z}_i| = O(\varepsilon^2), \text{ for } i = 2, \ldots, n. \tag{3.17}$$

**Proof.** From the Taylor expansion of $H(z)$ at $\hat{z}$, we have

$$H(\hat{z}_e) = H(\hat{z}) + H'(\hat{z})(\hat{z}_e - \hat{z}) + O(\varepsilon^2).$$

Since $H(\hat{z}_e) = 0$ and $\|H(\hat{z})\| = O(\varepsilon^2)$, we have

$$\|H'(\hat{z})(\hat{z}_e - \hat{z})\| = O(\varepsilon^2).$$

From (3.14) and (3.15), we have

$$\left\| \frac{\partial H(\hat{z})}{\partial z_1} (\hat{z}_{1,e} - \hat{z}_1) \right\| = O(\varepsilon^2),$$

and

$$\left\| \left[ \frac{\partial H(\hat{z})}{\partial z_2}, \ldots, \frac{\partial H(\hat{z})}{\partial z_n} \right] \cdot [\hat{z}_{2,e} - \hat{z}_2, \ldots, \hat{z}_{n,e} - \hat{z}_n]^T \right\| = O(\varepsilon^2).$$

According to Remark 3.4, the matrix $\left[ \frac{\partial H(\hat{z})}{\partial z_2}, \ldots, \frac{\partial H(\hat{z})}{\partial z_n} \right]$ is of full column rank, so that (3.17) is correct. The equation (3.16) follows from (3.15) and (3.17). \[\square\]

If the multiplicity $\mu$ is larger than 2, the regularity assumption in [13] will not be satisfied. The violation of the regularity assumption is caused by the existence of
the higher order differential condition. It is interesting to notice that the left singular vector of the Jacobian matrix $H'(\hat{z})$ corresponding to the smallest singular value can be used to prove the following theorem.

**Theorem 3.7.** If the multiplicity of the singular root is larger than 2, under Assumption 1, we have

$$
\|L_1(H)_{z=\hat{z}}\| = \left\| \frac{\partial H(\hat{z})}{\partial z_1} \right\| = O(\varepsilon^2).
$$

**Proof.** If $\mu > 2$, according to Theorem 2.4 and (2.6), there exists a second order differential condition such that

$$
\|L_2(H)_{z=\hat{z}}\| = \left\| \left( \frac{1}{2} \frac{\partial^2}{\partial z_1^2} + a_{2,2} \frac{\partial}{\partial z_2} + \cdots + a_{2,n} \frac{\partial}{\partial z_n} \right) (H)_{z=\hat{z}} \right\| = O(\varepsilon). \quad (3.18)
$$

Suppose $u_n$ is the left singular vector of $H'(\hat{z})$ corresponding to the smallest singular value $\sigma_n'$ and $\|u_n\| = 1$, then

$$
\left| u_n^* \frac{\partial H(\hat{z})}{\partial z_i} \right| = O(\varepsilon), \quad 1 \leq i \leq n. \quad (3.19)
$$

From (3.18) and (3.19), we have

$$
\left| u_n^* \frac{\partial^2 H(\hat{z})}{\partial z_1^2} \right| = O(\varepsilon). \quad (3.20)
$$

Therefore, we get

$$
\left| u_n^* \frac{\partial^2 H(\hat{z})}{\partial z_1^2} (\hat{z}_1 - \hat{z}_1)^2 \right| = O(\varepsilon^3). \quad (3.21)
$$

From the Taylor expansion of $H(z)$ at $\hat{z}$, we have

$$
H(\hat{z}_c) = H(\hat{z}) + H'(\hat{z})(\hat{z}_c - \hat{z}) + H''(\hat{z})(\hat{z}_c - \hat{z})^2 + O(\varepsilon^3), \quad (3.22)
$$

where $(\hat{z}_c - \hat{z})^2$ denotes the vector of all monomials with degree 2 and $H''(\hat{z})$ consists of all second order derivatives of $H$ evaluated at $\hat{z}$.

According to Theorem 3.6, all elements in $(\hat{z}_c - \hat{z})^2$ are $O(\varepsilon^3)$ except the first one. Combining with (3.21), we have

$$
\left| u_n^* H''(\hat{z}_c)(\hat{z}_c - \hat{z})^2 \right| = O(\varepsilon^3). \quad (3.23)
$$

On the other hand, the Taylor expansion of $H(z)$ at $\hat{z}_c$ shows that

$$
H(\hat{z}) = H(\hat{z}_c) + H'(\hat{z}_c)(\hat{z} - \hat{z}_c) + H''(\hat{z}_c)(\hat{z} - \hat{z}_c)^2 + O(\varepsilon^3).
$$

Since the corank of $H'(\hat{z}_c)$ is one, suppose $u_c$ is the left null vector of $H'(\hat{z}_c)$ and $\|u_c\| = 1$, then

$$
u_c^* H'(\hat{z}_c) = 0.
$$

Notice that

$$
\|u_c^* H'(\hat{z})\| = \|u_c^*[H'(\hat{z}) - H'(\hat{z}_c)]\| \leq \|H'(\hat{z}) - H'(\hat{z}_c)\| = O(\varepsilon),
$$
and \( H'(\hat{\mathbf{z}}) \) has corank one approximately, so that \( \| \mathbf{u}_n - \mathbf{u}_c \| = O(\varepsilon) \). Moreover, using the same analysis above, we obtain that
\[
|u_n^* H''(\hat{\mathbf{z}}_c)(\hat{\mathbf{z}} - \hat{\mathbf{z}}_c)|^2 = O(\varepsilon^3).
\]
Hence, we have \( |u_n^* H(\hat{\mathbf{z}})| = O(\varepsilon^3) \). Noticing \( \| H(\hat{\mathbf{z}}) \| = O(\varepsilon^2) \), we get
\[
|u_n^* H(\hat{\mathbf{z}})| \leq |(u_n - u_c)^* H(\hat{\mathbf{z}})| + |u_n^* H(\hat{\mathbf{z}})| = O(\varepsilon^3).
\tag{3.24}
\]
Combining (3.22), (3.23) and (3.24), we have
\[
|u_n^* H'(\hat{\mathbf{z}})(\hat{\mathbf{z}}_c - \hat{\mathbf{z}})| = O(\varepsilon^3),
\tag{3.25}
\]
which is equivalent to
\[
|\sigma_n' v_n^*(\hat{\mathbf{z}}_c - \hat{\mathbf{z}})| = O(\varepsilon^3),
\tag{3.26}
\]
where \( v_n = [1, 0, \ldots, 0]^T \) is the right singular vector of \( H'(\hat{\mathbf{z}}) \) corresponding to \( \sigma_n' \). Hence, \( |\sigma_n' (\hat{\mathbf{z}}_1 - \hat{\mathbf{z}}_1)| = O(\varepsilon^3) \). Based on (3.16), we have
\[
\sigma_n' = O(\varepsilon^2). \tag{3.27}
\]
Moreover, from (3.14), we have
\[
\|L_1(H)_{\mathbf{z}=\hat{\mathbf{z}}}\| = \left\| \frac{\partial H(\hat{\mathbf{z}})}{\partial z_1} \right\| = O(\varepsilon^2). \tag{3.28}
\]

\[\square\]

It is amazing to notice that not only the first order differential condition computed according to Theorem 2.4 satisfies (3.28), but also all other differential conditions up to the order \( \mu - 2 \geq 0 \) satisfy similar conditions:
\[
\|L_i(H)_{\mathbf{z}=\hat{\mathbf{z}}}\| = O(\varepsilon^2), \quad \text{for} \quad i = 0, \ldots, \mu - 2. \tag{3.29}
\]

### 3.2. An Augmented Polynomial System

To prove (3.29) inductively, we need to introduce an augmented polynomial system and prove the following theorem.

**Theorem 3.8.** Let us assume that \( H(\mathbf{z}) \) is a polynomial system which has \( \hat{\mathbf{z}}_c \) as an isolated exact singular solution with the multiplicity \( \mu \), the corank of \( H'(\hat{\mathbf{z}}_c) \) is one. Let \( I \) be the ideal generated by polynomials in \( \Delta_{\hat{\mathbf{z}}}(I) \) by \( \{ L_0, L_1, \ldots, L_{\mu-1} \} \) be a closed basis of \( \Delta_{\hat{\mathbf{z}}}(I) \), where \( L_0 = D(0, \ldots, 0), L_1 = D(1, 0, \ldots, 0) \) and \( L_k = P_k + a_{k,2} D(0, 1, \ldots, 0) + \cdots + a_{k,n} D(0, \ldots, 1) \) constructed according to Theorem 2.4.

The augmented polynomial system \( G(\mathbf{z}, \lambda) : = \begin{cases} H(\mathbf{z}), \\ H'(\mathbf{z}) \cdot \lambda, \\ \lambda_1 - 1, \end{cases} \tag{3.30} \)

where \( \lambda = [\lambda_1, \ldots, \lambda_n]^T \) has an isolated singular solution \( (\hat{\mathbf{z}}_c, \hat{\lambda}_c) \) with the multiplicity \( \mu - 1 \), where \( \hat{\lambda}_c = [1, 0, \ldots, 0]^T \). If \( \mu \geq 3 \) then the Jacobian matrix \( G'(\hat{\mathbf{z}}_c, \hat{\lambda}_c) \) has corank one and
\[
\bar{L}_1 = \frac{\partial}{\partial z_1} + 2a_{2,2} \frac{\partial}{\partial \lambda_2} + \cdots + 2a_{2,n} \frac{\partial}{\partial \lambda_n} \tag{3.31}
\]
satisfies $\hat{L}_1(G)_{(\bar{z},\bar{\lambda})}=(\bar{z},\bar{\lambda}) = 0$. Moreover, starting from $\hat{L}_0 = D(0,\ldots,0)$ and $\hat{L}_1$, for $2 \leq k \leq \mu - 2$, the $k$-th order differential condition of $G$ at $(\bar{z},\bar{\lambda})$ retaining the closedness has the following form:

$$
\hat{L}_k = \hat{P}_k + a_{k,2} \frac{\partial}{\partial \bar{z}_2} + \cdots + a_{k,n} \frac{\partial}{\partial \bar{z}_n} + (k+1)a_{k+1,n} \frac{\partial}{\partial \bar{\lambda}_n} \tag{3.32}
$$

where

$$
\hat{P}_k = P_k + \Psi_{n+2}(Q_{k,n+2}) + \Psi_{n+3}(Q_{k,n+3})_{\alpha_{n+2}=0} + \cdots + \Psi_{2n}(Q_{k,2n})_{\alpha_{n+2} = \cdots = \alpha_{2n-1} = 0} \tag{3.33}
$$

and

$$
Q_{k,n+j} = \Phi_{n+j}(\hat{P}_k) = 2a_{2,j}\hat{L}_{k-1} + \cdots + k a_{k,j}\hat{L}_1, \ 2 \leq j \leq n. \tag{3.34}
$$

**Proof.** The Jacobian matrix of $G(z, \lambda)$ at $(\bar{z},\bar{\lambda})$ is

$$
G'(\bar{z},\bar{\lambda}) = 
\begin{bmatrix}
    H'(\bar{z}) & 0 \\
    H''(\bar{z}) \cdot \bar{\lambda} & H'(\bar{z}) \\
    0 & \bar{\lambda}_c^T
\end{bmatrix},
$$

where $H''(\bar{z}) \cdot \bar{\lambda} = \left[ \frac{\partial^2 h(\bar{z})}{\partial \bar{z}_1^2}, \ldots, \frac{\partial^2 h(\bar{z})}{\partial \bar{z}_n \partial \bar{z}_m} \right]$. Since the corank of $H'(\bar{z})$ is one and $L_1 = D(1,0,\ldots,0) \in \Delta_{\bar{z}}^{(1)}(I)$, the first column of $H'(\bar{z})$ is a zero vector and the remaining columns of $H'(\bar{z})$ are linearly independent. Moreover, since $\bar{\lambda}_c^T = [1,0,\ldots,0]$, the last $2n-1$ columns of $G'(\bar{z},\bar{\lambda})$ are linearly independent and its corank is less than one.

If $\mu \geq 3$, the second order differential condition of $H$ at $\bar{z}$ has the form $L_2 = D(2,0,\ldots,0) + a_{2,2}D(0,1,0,\ldots,0) + \cdots + a_{2,n}D(0,\ldots,0,1)$. From $L_2(H)_{z=\bar{z}} = 0$, we have

$$
\frac{1}{2} \frac{\partial^2 H(\bar{z})}{\partial \bar{z}_1^2} + a_{2,2} \frac{\partial H(\bar{z})}{\partial \bar{z}_2} + \cdots + a_{2,n} \frac{\partial H(\bar{z})}{\partial \bar{z}_n} = 0.
$$

The vector $v = [1,0,\ldots,0,2a_{2,2},\ldots,2a_{2,n}]^T$ is a null vector of $G'(\bar{z},\bar{\lambda})$. Therefore, the Jacobian matrix $G'(\bar{z},\bar{\lambda})$ has corank one and the first order differential operator $\hat{L}_1$ in (3.31) satisfies

$$
\hat{L}_1(H'(z) \cdot \lambda)_{(\bar{z},\bar{\lambda})} = 2L_2(H)_{z=\bar{z}} = 0. \tag{3.35}
$$

Hence, we have

$$
\hat{L}_1(G)_{(\bar{z},\bar{\lambda})} = 0. \tag{3.36}
$$

Using similar arguments in [20] for proving Theorem 2.4, we can show that the differential operators $\hat{L}_k$ defined by formulas (3.32), (3.33) and (3.34) retain the closedness. It should also be noticed that $\hat{L}_k$ always contains the differential monomial $D(k,0,\ldots,0)$ and there are no differential monomials $D(i,0,\ldots,0)$ for $i < k$ contained in $\hat{L}_k$. Otherwise, we can reduce them by $\hat{L}_i$. Moreover, $\frac{\partial}{\partial \bar{\lambda}_1}$ is not contained in any $\hat{L}_k$, otherwise, $\hat{L}_i(k)_{(z,\lambda)} = (\bar{z},\bar{\lambda}) \neq 0$. Hence, due to the closedness, there are no differential operators $D(\alpha_1,\ldots,\alpha_n,\alpha_{n+1},\ldots,\alpha_{2n})$ with $\alpha_{n+1} > 0$ contained in any $\hat{L}_k$. 
Now let us show that the constructed differential operators $\tilde{L}_k$ satisfy

$$L_k(G)_{(z, \lambda)} = (\hat{z}e, \hat{\lambda}e) = 0,$$

for $1 \leq k \leq \mu - 2$. \hspace{1cm} (3.37)

From (3.36), we can see that (3.37) is true for $k = 1$. Moreover, it is easy to check that

$$\tilde{L}_k(H)_{(z, \lambda)} = (\hat{z}e, \hat{\lambda}e) = (P_k + a_{k,2} \frac{\partial}{\partial z_2} + \cdots + a_{k,n} \frac{\partial}{\partial z_n}) (H)_{z = \hat{z}_e} = 0,$$

and

$$\tilde{L}_k(\lambda_1)_{(z, \lambda)} = 0. \hspace{1cm} (3.39)$$

Based on formulas (3.32), (3.33) and (3.34), we have

$$\tilde{L}_k(H' (z \cdot \lambda))_{(z, \lambda)} = \left( L_k \frac{\partial}{\partial z_1} + \sum_{j=2}^{n} (2a_{2,j} L_{k-1} + \cdots + k a_{k,j} L_1 + (k+1) a_{k+1,j}) \frac{\partial}{\partial z_j} \right) (H)_{z = \hat{z}_e}. \hspace{1cm} (3.38)$$

Let us set

$$Q_{k+1} = L_k \frac{\partial}{\partial z_1} + \sum_{j=2}^{n} (2a_{2,j} L_{k-1} + \cdots + k a_{k,j} L_1) \frac{\partial}{\partial z_j}. \hspace{1cm} (3.40)$$

We prove inductively that

$$Q_{k+1} = (k+1) P_{k+1}. \hspace{1cm} (3.41)$$

Hence, we have

$$\tilde{L}_k(H' (z \cdot \lambda))_{(z, \lambda)} = \left( (k+1) P_{k+1} + (k+1) a_{k+1,2} \frac{\partial}{\partial z_2} + \cdots + (k+1) a_{k+1,n} \frac{\partial}{\partial z_n} \right) (H)_{z = \hat{z}_e} \hspace{1cm} (3.42)$$

$$= (k+1) L_{k+1} (H)_{z = \hat{z}_e} = 0.$$

From (3.38), (3.39) and (3.42), we derive that (3.37) is true for $1 \leq k \leq \mu - 2$. \hspace{1cm} \[ \square \]

**Corollary 3.9.** Suppose $F(x)$ is a polynomial system which has $\hat{x}_e$ as an isolated exact singular solution with the multiplicity $\mu$ and the corank of $F'(\hat{x}_e)$ is one. Let $r_1$ be the null vector of $F'(\hat{x}_e)$ and $\|r_1\| = 1$. For any random vector $h \in \mathbb{C}^n$ satisfying $h^* r_1 \neq 0$, the augmented polynomial system

$$J(x, \nu) := \begin{cases} F(x), \\ F'(x) \cdot \nu, \\ h^* \nu - 1, \end{cases} \hspace{1cm} (3.43)$$

has $(\hat{x}_e, \frac{\nu}{h^* r_1})$ as an isolated singular solution with the multiplicity $\mu - 1$.

**Proof.** Let $\{r_1, \ldots, r_n\}$ be a normal orthogonal basis of $\mathbb{C}^n$, then $h = (h^* r_1) r_1 + \cdots + (h^* r_n) r_n$. If $h^* r_1 \neq 0$, performing the linear transformation

$$x = R z, \hspace{0.5cm} \nu = R \lambda,$$
where \( R = \left[ \frac{r_1}{h \cdot r_1}, \frac{r_2}{h \cdot r_2}, \ldots, \frac{r_n}{h \cdot r_n} \right] \) is a regular matrix, we obtain the augmented polynomial system
\[
G(z, \lambda) := \begin{cases} 
H(z), \\
H'(z) \cdot \lambda, \\
\lambda_1 - 1,
\end{cases}
\]
where
\[
H(z) = F(Rz), \quad H'(z) \cdot \lambda = F'(x) \cdot R \cdot R^{-1} \nu, \quad \lambda_1 - 1 = h^* \nu - 1.
\]

According to Theorem 3.8, we know that \((\hat{z}_e, \hat{\lambda}_e)\) is an isolated singular solution of \(G\) with the multiplicity \(\mu - 1\), where \(z_e = R^{-1} \hat{z}_e = [1, 0, \ldots, 0]^T\). Hence, by Theorem 3.3 and Remark 3.5, \((\hat{x}_e, \frac{r_1}{h \cdot r_1})\) is an isolated singular solution of \(J(x, \nu)\) with the multiplicity \(\mu - 1\).

**Remark 3.10.** It is well known that the augmented polynomial system \(J(x, \nu)\) defined in (3.43) has an isolated singular solution \((\hat{x}_e, \hat{\lambda}_e)\) with the multiplicity less than \(\mu\), see [18, 5]. Here, we proved the conjecture in [5] that the multiplicity of the singular solution of the augmented polynomial system (3.43) drops by one exactly in the breadth one case.

**Remark 3.11.** For the system \(H(z)\) and its approximate singular solution \(\tilde{z}\) defined in (3.9) and (3.11), the augmented polynomial system defined in (3.30) has \((\tilde{z}, \tilde{\lambda})\) \((\tilde{\lambda} = [1, 0, \ldots, 0]^T)\) as an approximate solution. Suppose \(\{L_0, \ldots, L_{\mu - 1}\}\) is a closed basis of the approximate local dual space of the system \(H\) at \(\tilde{z}\) constructed according to Theorem 2.4, from \(L_0 = D(0, \ldots, 0)\) and \(L_1 = D(1, 0, \ldots, 0)\), then \(\{\tilde{L}_0, \tilde{L}_1, \ldots, \tilde{L}_{\mu - 2}\}\) constructed according to Theorem 3.8 is a closed basis of the approximate local dual space of the system \(G\) at \((\tilde{z}, \tilde{\lambda})\), satisfying
\[
\begin{align*}
\|L_k(H)_{z=\tilde{z}}\| &= \|L_k(H)_{z=\tilde{z}}\| = O(\varepsilon), \\
\|L_k(H')_{z=\tilde{z}}\| &= \|L_k(H')_{z=\tilde{z}}\| = O(\varepsilon), \\
\|L_k(\lambda)_{z=\tilde{z}}\| &= \|L_k(\lambda)_{z=\tilde{z}}\| = 0,
\end{align*}
\]
for \(1 \leq k \leq \mu - 2\).

**Theorem 3.12.** Let \(F(x)\) be a polynomial system which has \(\hat{x}_e\) as an isolated exact singular solution with the multiplicity \(\mu\) and the breadth one. Suppose \(\hat{x}\) is an approximate solution of \(F\) which satisfies
\[
\|\hat{x} - \hat{x}_e\| = \Theta(\varepsilon) \quad \text{and} \quad \|F(\hat{x})\| = O(\varepsilon^2),
\]
for a small positive number \(\varepsilon\). Let \(\sigma_1, \ldots, \sigma_n\) be the singular values of \(F'(\hat{x})\) satisfying \(\sigma_i = \Theta(1), 1 \leq i \leq n - 1\) and \(\sigma_n = O(\varepsilon)\). Suppose \(r_1\) is the right singular vector corresponding to \(\sigma_n\). We form a unitary matrix \(R = [r_1, \ldots, r_n]\) and set \(H(z) = F(Rz)\). Suppose \(\{L_0, \ldots, L_{\mu - 1}\}\) is a closed basis of the approximate local dual space of the system \(H\) at \(\hat{z} = R^{-1} \hat{x}\) constructed according to Theorem 2.4 from \(L_0 = D(0, \ldots, 0)\) and \(L_1 = D(1, 0, \ldots, 0)\), then
\[
\|L_i(H)_{z=\hat{z}}\| = O(\varepsilon^2), \quad \text{for} \ i = 0, \ldots, \mu - 2.
\]
Remark 3.13. Under Assumption 1, according to Theorem 3.2, we can always perform the regularized Newton iteration to obtain an approximate singular solution $\hat{x}$ satisfying (3.44). Moreover, it should also be noticed that all discussions in Section 3.1 after Theorem 3.2 are valid if we start with an approximate singular solution satisfying (3.44).

Proof. According to (3.13) and Theorem 3.7, we know that Theorem 3.12 is true for $\mu = 2$ and $\mu = 3$.

Now let us assume that Theorem 3.12 is true for $\mu = k$ and $k \geq 3$. For $\mu = k + 1$, we form the augmented polynomial system $G(z, \lambda) = \{H(z), H'(z) \cdot \lambda, \lambda_1 - 1\}$.

According to Theorem 3.3, the root $\hat{z}_e$ defined in (3.10) is an exact singular solution of $H(z)$ with the multiplicity $\mu$ and the corank of $H'(\hat{z}_e)$ is one. Let $v$ be the null vector of $H'(\hat{z}_e)$ and $\|v\| = 1$. Since

$$\|H'(\hat{z})v\| = \|[H'(\hat{z}) - H'(\hat{z}_e)]v\| = O(\varepsilon), \quad (3.45)$$

$$\left[\frac{\partial H(z)}{\partial z_2}, \ldots, \frac{\partial H(z)}{\partial z_n}\right]$$

is of full column rank, combining with (3.14), we derive that

$$v_1 = \Theta(1), \text{ and } v_i = O(\varepsilon), \text{ for } 2 \leq i \leq n. \quad (3.46)$$

Set $h = [1, 0, \ldots, 0]^T$, we have $h^Tv = v_1 = \Theta(1) \neq 0$.

According to Corollary 3.9, the augmented polynomial system $G(z, \lambda)$ has $(\hat{z}_e, \hat{\lambda}_e) = (\hat{z}_e, \hat{\lambda}_e)$, where

$$\hat{\lambda}_e = \left[1, \frac{v_2}{v_1}, \ldots, \frac{v_n}{v_1}\right]^T,$$

as an isolated singular solution with the multiplicity $\mu - 1$, which is equal to $k$.

According to Remark 3.11, $(\hat{z}, \hat{\lambda}) \ (\hat{\lambda} = [1, 0, \ldots, 0]^T)$ is an approximate solution of $G(z, \lambda)$. Moreover, by (3.15) and (3.46), we have

$$\| (\hat{z}, \hat{\lambda}) - (\hat{z}_e, \hat{\lambda}_e) \| = \sqrt{\|\hat{z} - \hat{z}_e\|^2 + \|\hat{\lambda} - \hat{\lambda}_e\|^2} = \Theta(\varepsilon).$$

Furthermore, from (3.13) and (3.28), we have

$$\|G(\hat{z}, \hat{\lambda})\| = \sqrt{\|H(\hat{z})\|^2 + \left\|\frac{\partial H(\hat{z})}{\partial z_1}\right\|^2} = O(\varepsilon^2).$$

We have assumed that Theorem 3.12 is true when the multiplicity is equal to $k$. Therefore, for the augmented polynomial system $G(z, \lambda)$, we can form a unitary matrix $R$ with $r_1 = \frac{1}{\alpha}[1, 0, \ldots, 0, 2a_{2,1}, \ldots, 2a_{2,n}]^T$ as its first column, where $\alpha = \sqrt{1 + 4(a_{2,2}^2 + \cdots + a_{2,n}^2)}$, then generating a new system $J(w) = G(Rw)$ which has an approximate singular solution $\hat{w}$ with the multiplicity $k$. By the inductive assumption, we have

$$\|\hat{L}_i(J)_{w=\hat{w}}\| = O(\varepsilon^2), \quad \text{for } 0 \leq i \leq k - 2,$$

where $\hat{L}_i$ is the $i$-th differential condition of $J$ at $\hat{w}$ constructed by Theorem 2.4 from $\hat{L}_0 = D(0, \ldots, 0)$ and $\hat{L}_1 = D(1, 0, \ldots, 0)$. According to Theorem 3.3,

$$\hat{L}_i(J)_{w=\hat{w}} = \Gamma_{R}^\dagger(\hat{L}_i)G(\hat{z}, \hat{\lambda}) = (\hat{z}, \hat{\lambda}).$$
Since \( \{\tilde{L}_0, \tilde{L}_1, \ldots, \tilde{L}_{k-1}\} \) and \( \{\tilde{\Gamma}_R(\tilde{L}_0), \tilde{\Gamma}_R(\tilde{L}_1), \ldots, \tilde{\Gamma}_R(\tilde{L}_{k-1})\} \) are both closed basis of the approximate local dual space of the system \( G \) at \( (\hat{z}, \hat{\lambda}) \), and

\[
\Gamma_R(\tilde{L}_0) = \tilde{L}_0, \text{ and } \Gamma_R(\tilde{L}_1) = \frac{1}{\alpha} \tilde{L}_1, 
\]

we derive that \( \Gamma_R(\tilde{L}_i) \) is a linear combination of \( \{\tilde{L}_0, \tilde{L}_1, \ldots, \tilde{L}_i\} \). Hence, we have 

\[
\|\tilde{L}_i(G)_{(z, \lambda)=(\hat{z}, \hat{\lambda})}\| = O(\varepsilon^2), \text{ and }
\]

\[
\|L_{i+1}(H)_{z=\hat{z}}\| = \left\| \frac{1}{i+1} \tilde{L}_i(H\lambda)_{(z, \lambda)=(\hat{z}, \hat{\lambda})} \right\| = O(\varepsilon^2).
\]

Therefore, Theorem 3.12 is true for \( \mu = k + 1 \). \( \square \)

### 3.3. An Algorithm for Refining Approximate Singular Solutions.

**Algorithm 1.** MultipleRootRefinerBreadthOne

**Input:** An approximate solution \( \hat{x} \) of a polynomial system \( F \) which is close to an isolated exact singular solution of \( F \) with the multiplicity \( \mu \) in the breadth one case, and a tolerance \( \tau \).

**Output:** Refined solution \( \hat{x} \).

1. **Regularized Newton Iteration:** Solve the regularized least squares problem

\[
(A^*A + \sigma_n I_n)\hat{y} = A^*b,
\]

where \( b = -F(\hat{x}) \), \( A^* \) is the Hermitian (conjugate) transpose of \( A = F'(\hat{x}) \), \( I_n \) is the \( n \times n \) identity matrix and \( \sigma_n \) is the smallest singular value of \( A \).

2. Compute the null vector \( r_1 \) of \( F'(\hat{x} + \hat{y}) \) with respect to \( \tau \), form a unitary matrix \( R \) with \( r_1 \) as its first column and perform the linear transformation

\[
H(z) := F(Rz),
\]

and set \( \hat{z} := R^{-1}(\hat{x} + \hat{y}) \).

3. Construct a closed basis of the approximate local dual space of \( I = (h_1, \ldots, h_n) \) at \( \hat{z} \) with respect to \( \tau \):

\[
\Delta^{(\mu-1)}_{\hat{z}}(I) := \text{Span}(L_0, L_1, \ldots, L_{\mu-1})
\]

by Algorithm MultiplicityStructureBreadthOneNumeric in [20].

4. Solve the linear system

\[
\begin{bmatrix}
P_\mu(H)_{z=\hat{z}}, & \frac{\partial H(\hat{z})}{\partial z_2}, & \cdots, & \frac{\partial H(\hat{z})}{\partial z_n}
\end{bmatrix}v = -L_{\mu-1}(H)_{z=\hat{z}},
\]

where \( v = [v_1, \ldots, v_n]^T \) and \( P_\mu \) is the differential operator of order \( \mu \) computed by formulas in Theorem 2.4. Set \( \delta := \frac{\varepsilon}{\tau} \).

5. Return

\[
\hat{x} := \hat{x} + \hat{y} + \delta r_1.
\]

**Remark 3.14.** The size of matrices involved in the algorithm MultipleRootRefinerBreadthOne is bounded by \( n \times n \), whereas the size of matrices used in the deflation method is bounded by \( (\mu n) \times (\mu n) \) in [5, 18].

**Remark 3.15.** In fact, in order to keep the sparse structure of the original polynomial system, we should avoid performing the linear transformation. Moreover, it is expensive to compute and store all differential conditions. Since we only need their evaluations to solve (3.47), it’s possible to compute and store only the necessary evaluations of these differential conditions. We will discuss these issues in forthcoming papers.
3.4. Quadratic Convergence of the Algorithm.

Theorem 3.16. Under Assumptions 1, the refined singular solution \( \hat{x} \) returned by Algorithm MultipleRootRefinerBreadthOne satisfies

\[
\|\hat{x} - \hat{x}_e\| = O(\varepsilon^2). \tag{3.48}
\]

Proof. According to Theorem 3.12, we have \( L_i(H)_{z=\hat{z}} = O(\varepsilon^2) \), for \( 0 \leq i \leq \mu - 2 \). Since

\[
\Phi_k(L_i) \in \text{Span}(L_0, \ldots, L_{\mu-2}), \text{ for } 1 \leq k \leq n,
\]

we have

\[
\|L_i((z_k - \hat{z}_k)H)_{z=\hat{z}}\| = \|\Phi_k(L_i)(H)_{z=\hat{z}}\| = O(\varepsilon^2), \text{ for } 1 \leq k \leq n, 0 \leq i \leq \mu - 1. \tag{3.49}
\]

The matrix in (3.47) is of full rank. We solve the linear system (3.47) to obtain the vector \( \nu = [v_1, \ldots, v_n]^T \) such that \( L_\mu(H)_{z=\hat{z}} = 0 \) for

\[
L_\mu := L_{\mu-1} + v_1 \cdot P_\mu + v_2 \cdot \frac{\partial}{\partial z_2} + \cdots + v_n \cdot \frac{\partial}{\partial z_n}.
\tag{3.50}
\]

It should be noticed that the vector \( \nu \) satisfies \( \|\nu\| = O(\varepsilon) \) since \( \|L_{\mu-1}(H)_{z=\hat{z}}\| = O(\varepsilon) \). Moreover,

\[
\Phi_k(L_\mu) \in \text{Span}(L_0, \ldots, L_{\mu-2}), \text{ for } 2 \leq k \leq n,
\]

we have

\[
\|L_\mu((z_k - \hat{z}_k)H)_{z=\hat{z}}\| = \|\Phi_k(L_\mu)(H)_{z=\hat{z}}\| = O(\varepsilon^2), \text{ for } 2 \leq k \leq n. \tag{3.51}
\]

For \( k = 1 \), since \( \|\Phi_1(v_1P_\mu)(H)_{z=\hat{z}}\| = \|v_1L_{\mu-1}(H)_{z=\hat{z}}\| = O(\varepsilon^2) \), we have

\[
\|L_\mu((z_1 - \hat{z}_1)H)_{z=\hat{z}}\| = \|\Phi_1(L_\mu)(H)_{z=\hat{z}}\| = O(\varepsilon^2). \tag{3.52}
\]

From (3.49) and (3.52), for \( i = 0, 1, \ldots, \mu - 2, \mu \), we have

\[
\|L_i(p \cdot H)_{z=\hat{z}}\| = O(\varepsilon^2), \ \forall p \in \{(z_1 - \hat{z}_1)\alpha_1 \cdots (z_n - \hat{z}_n)\alpha_n, \alpha_1 \geq 0, \ldots, \alpha_n \geq 0\}.
\]

Especially, we have

\[
\|M_{\mu+1} \cdot L_i(\nu(z)_{\mu})_{z=\hat{z}}\| = O(\varepsilon^2),
\]

where \( M_{\mu+1} \) is the coefficient matrix of the Taylor expansion of the system \( H \) and all its prolongations up to the degree \( \mu \) at \( \hat{z} \), and

\[
\nu(z)_{\mu} = [(z_1 - \hat{z}_1)\alpha_1, (z_1 - \hat{z}_1)\mu-1(z_2 - \hat{z}_2), \ldots, z_1 - \hat{z}_1, \ldots, z_n - \hat{z}_n, 1]^T.
\]

It is important to notice that, based on the closedness conditions, we obtain the null space of \( M_{\mu+1} \) with matrices of size \( n \times n \) instead of generating the big matrix \( M_{\mu+1} \). Similarly to the analysis in [39, Remark 18], the trace of the multiplication matrix \( M_{z_1} \) formed from approximate null vectors \( L_i(\nu(z)_{\mu})_{z=\hat{z}} \) has the following property

\[
\frac{1}{\mu} \text{Tr}(M_{z_1}) = \frac{1}{\mu^2} \text{Tr}(M_{z_1}) + O(\varepsilon^2) = -\hat{z}_{1,\varepsilon} + O(\varepsilon^2). \tag{3.53}
\]
It is interesting to notice that, by using the approximate basis \(\{L_0, \ldots, L_{\mu-2}, L_\mu\}\) and the normal set \(\{1, \frac{\partial}{\partial z_1}, \ldots, \frac{\partial^{\mu-1}}{\partial z_1^{\mu-1}}\}\), we can form the multiplication matrix

\[
\tilde{M}_{z_1} = \begin{bmatrix}
l_0 & 0 & \cdots & 0 \\
0 & l_1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & l_{\mu-1}
\end{bmatrix}
= \begin{bmatrix}
0 & l_1 & 0 & \cdots & 0 \\
0 & 0 & l_2 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & l_{\mu-1} \\
0 & \cdots & \cdots & 0 & v_1 \cdot l_{\mu-1}
\end{bmatrix},
\]

where \(l_i\) is the coefficient of \(\frac{\partial^i}{\partial z_1^i}\) in \(L_i\). Hence, the trace of \(\tilde{M}_{z_1}\) is \(v_1\). Therefore, there is no need to form the multiplication matrix! According to (3.53), we have

\[
\frac{v_1}{\mu} + \tilde{z}_{1,e} = O(\varepsilon^2).
\]  

Since the last \(n-1\) elements of \(\tilde{z}\) have already been refined quadratically, by updating \(\tilde{z}_1 := \tilde{z}_1 + \delta\) for \(\delta := \frac{v_1}{\mu}\), we have

\[
\|\tilde{x} - \tilde{x}_e\| = \|R(\tilde{z} - \tilde{z}_e)\| = O(\varepsilon^2).
\]

**Remark 3.17.** The algorithm MultipleRootRefinerBreadthOne also works well for some overdetermined polynomial systems, i.e., the number of polynomials is bigger than the number of variables, see the last example Menzel1 in Table 4.

### 4. Experiments

The following experiments are done in Maple 15 under Windows 7 for Digits := 14. Let \(t\) and \(s\) be the number of polynomials and variables respectively, \(\mu\) be the multiplicity. The last column lists the increase in the number of correct digits from the initial guess to the final approximation, and gives the number of iterations necessary to get the desired precision. Systems DZ3 and Dayton2 are quoted from [3, 5]. Menzel1 and SY5 are cited from [23] and [33] respectively. Example 1 is kindly provided by the reviewer.

**Example 1.** The system

\[
\begin{align*}
32y - 24z + 8u - v - 16, & \quad -x^2 + y, -y^2 + z, -yz + u, -z^2 + v \\
\end{align*}
\]

has a 4-fold solution:

\[
\{u = 8, v = 16, x = \sqrt{2}, y = 2, z = 4\}
\]

The last three examples GLSY1, GLSY2, GLSY3 are corresponding to the Example 2 in [10] for \(N = 5, 10, 20\) respectively. Other examples are cited from the PHCpack demos by Jan Verschelde.

**Remark 4.1.** It should be noticed that the tolerance has to be chosen carefully in order to obtain the true multiplicity of the singular root. You may increase or decrease the tolerance to achieve the quadratical convergence. For the example DZ3, we choose the tolerance to be \(10^{-1}\). For Example 1, the tolerance is set to be \(10^{-8}\) to achieve the quadratical convergence. For other examples listed in Table 4, we choose the tolerance to be \(10^{-2}\). Since the tolerance can range from 0.1 to \(10^{-10}\), it is not easy for a user to choose a correct tolerance to obtain the correct multiplicity and achieve the quadratic
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The last three examples from [10] show that our algorithm works also well for slightly perturbed systems. The output of the algorithm converges quadratically to the origin. Although it might not be meaningful to compute a solution near a cluster to 15 digits, it is still interesting to see that our algorithm actually converges quadratically to the true singular solution \((0, 0, 0)\) of the nearby singular system for \(N = +\infty\).

The Maple code of the algorithm and test results are available \texttt{http://www.mmrc.iss.ac.cn/~lzhi/Research/hybrid/rootrefinerbreadthone}.

5. Conclusion. It is a challenge problem to solve the polynomial systems with singular solutions. Various symbolic-numeric methods have been proposed for refining an approximate singular solution to high accuracy [2, 4, 5, 9, 10, 17, 18, 27, 38, 39]. The breadth one case root refinement has been studied in [4, 5, 10, 13]. In this paper, we show how to apply strategies in [20] to reduce the size of matrices that appear in [5, 38] to obtain a more efficient algorithm for refining an approximately known multiple root for this special case. We have proved the quadratic convergence of the new algorithm when the approximate solution is close to the isolated exact singular solution. We also notice that when the singular solution \(\hat{x}_e\) is not well separated from other solutions of \(F\), it is difficult to ensure that the approximate solution \(\hat{x}\) will converge to \(\hat{x}_e\). In [32], they described an algorithm for computing verified error bounds for double roots of polynomial systems. We will explore ways of computing the certified bound for \(\varepsilon\) to guarantee the convergence of our algorithm. It is also interesting to see whether the approach in the paper can be generalized to refine singular solutions when the Jacobian matrix is not of corank one.
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