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A Note on Discriminants of Univariate Polynomials
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Abstract. In this note, we prove an identity on the discriminants of univariate
polynomials. It is interesting that this identity was discovered from the problem of
differential equations.

In this note, we always let C be the complex number field and x, an−1, · · · , a0, bm, · · · , b0

be an indeterminate over C.
Given a univariate polynomial f in C[x], the discriminant D(f) of f is understood to be

the resultant of f and f ′. This resultant is a determinant of size (2n− 1). Using matrix and
determinant polynomials, we have

D(f) = det(mat(xn−1f, . . . , f, xnf ′, . . . , f ′)).

Let b = bn−1x
n−1 + · · ·+ b0 be an arbitrary polynomial in C[x] with degree (n− 1). Let

Di = det(mat(xn−1f, . . . , f, xnf ′, . . . , xi+1f ′, xib, xi−1f ′, . . . , f ′))

for i = 0, . . . , n. Experiments lead to the following conjecture:

bn−1D(f) =

(
n∑

i=1

Di

)
. (1)

Now we look at (1) in another way. Let λ be a new indeterminate. The resultant of f
and (f ′ + λ b) can be written as R(λ) = rnλn + · · · + r1λ + r0 and, in particular, r1 =∑n

i=1 Di and r0 = D(f). This view hints us that, in order to prove (1), we may (i) show
(r0 = 0) =⇒ (r1 = 0); and (ii) compare r1 and r0.

Proposition 0.1 Let f(an−1, . . . , a0, x) = xn+an−1x
n−1+· · ·+a0 be with generic coefficients

an−1, . . . , a0. Then D(f) as a polynomial in C[an−1, · · · , a0] is irreducible.

Proof: By the computation of determinant we have

D(f(an−1, · · · , a1, a0, x)) = nnan−1
0 + (1− n)n−1an

1 + E

and
D̄ := D(f(0, . . . , 0, a1, a0, x)) = nnan−1

0 + (1− n)n−1an
1

where E ∈ C[an−1, · · · , a0] and deg(E, a0) < (n − 1), deg(E, a1) < n. It is easy to see that
if D(f(an−1, · · · , a1, a0, x)) is reducible, then D̄ is reducible. Therefore, it suffices to show
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that D̄ is irreducible. Suppose the contrary, then D̄ = AB where A,B ∈ C[a1, a0] with
deg(A, a0),deg(B, a0) < n− 1. Replacing a0 by ta1 in D̄, we have

an−1
1 (nntn−1 + (1− n)n−1a1) = ĀB̄,

where both deg(Ā, t) and deg(B̄, t) are positive. It follows that

F = nntn−1 + (1− n)n−1a1

is reducible in C(a1)[t]. Since a1 divides the trailing coefficient but not the leading coefficient
of F , F is irreducible by Eisenstein’s criterion, a contradiction.

Let f(x) be the same as in Proposition 0.1 and g(x) = bmxm + · · · + b0 be a generic
polynomial. Let R(λ) be the resultant of f(x) and (f(x)′ + λg(x)) with respect to x
where f(x)′ = nxn−1 + (n− 1)an−1x

n−2 + · · ·+ a1. Then

R(λ) = Anλn + · · ·+ A1λ + A0 (2)

where Ai ∈ C[an−1, · · · , a0]. Then we have the following results:

Proposition 0.2 Let R(λ) be as in (2). We have

1. If m < n− 1, then A1 = 0.

2. If m = n− 1, then A1 = bmA0

Proof: Denote C(an−1, · · · , a1, bm, · · · , b0) by K. We regard Ai as univariate polynomials in
K[a0] and denote them by Ai(a0). It is easy to see that A0(a0) = D(f). Proposition 0.1
asserts that A0(a0) has no repeated roots. Assume that θ1, · · · , θn−1 are the (n− 1) distinct
roots in K, the algebraic closure of K. Let i ∈ {1, . . . , n}. Suppose that αi,1, · · · , αi,n are all
roots of f(θi, x) := f(an−1, . . . , a1, θi, x), which is in K[x]. Then at least two of them equal
to each other, because D(f(θi, x)) = A0(θi) = 0. Without loss of generality, assume that
they are αi1 and αi2. Hence

(f(θi, x)′ + λg)(αi,1) = (f(θi, x)′ + λg)(αi,2) = λg(αi,1), (3)

since αi1 is a root of f(θi, x)′ as well. Note that R(λ) is in K[a0, λ] and that R(θi, λ) is the
resultant of f(θi, x) and f(θi, x)′ + λg with respect to x. Since

R (θi, λ) =
n∏

j=1

(
f(θi, x)′ + λg(x)

)
(αij) = λ2H(λ) for some H ∈ K[λ],

by (3), we see that A1(θi) = 0. This is true for each θi for i = 1 · · · , n − 1. If m < n − 1,
then deg(A1(a0), a0) < n − 1, which implies that A1(a0) = 0. If m = n − 1, then A0(a0)
divides A1(a0), because A0(a0) is irreducible by Proposition 0.1. A straightforward cal-
culation shows that A1(a0) = bmnnan−1

0 + E where E ∈ C[an−1, · · · , a0, bm, · · · , b0] and
deg(E, a0) < n− 1. So we have A1(a0) = bmA0(a0).

The second statement in Proposition 0.2 implies (1).


