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Abstract

Privacy preserving has become increasingly critical with the
emergence of social media. Unlearnable examples have been
proposed to avoid leaking personal information on the Internet
by degrading generalization abilities of deep learning mod-
els. However, our study reveals that unlearnable examples
are easily detectable. We provide theoretical results on lin-
ear separability of certain unlearnable poisoned dataset and
simple network based detection methods that can identify all
existing unlearnable examples, as demonstrated by extensive
experiments. Detectability of unlearnable examples with sim-
ple networks motivates us to design a novel defense method.
‘We propose using stronger data augmentations coupled with
adversarial noises generated by simple networks, to degrade
the detectability and thus provide effective defense against
unlearnable examples with a lower cost. Adversarial training
with large budgets is a widely-used defense method on un-
learnable examples. We establish quantitative criteria between
the poison and adversarial budgets which determine the ex-
istence of robust unlearnable examples or the failure of the
adversarial defense.

1 Introduction

Deep neural networks (DNNs) have become the most pow-
erful machine learning method, driving significant advances
across numerous fields. However, the security of deep learn-
ing remains a major concern. One of the most serious security
threat is data poisoning, where an attacker can manipulate the
training data in a way that intentionally causes deep models
to malfunction. For example, by injecting triggers during the
training phase, backdoor attacks (Chen et al. 2017; Gu et al.
2019) will cause malfunctions or enable attackers to achieve
specific objectives when triggers are activated. Another type
of data poisoning attack is availability attacks (Biggio, Nel-
son, and Laskov 2012; Koh and Liang 2017; Lu, Kamath,
and Yu 2022), aiming to reduce the generalization capability
of deep learning models by modifying features and labels
of the training data. Recently, unlearnable data poisoning
attacks (Huang et al. 2020a; Wang, Wang, and Wang 2021)
were proposed, which can modify features of all training data
with a small poison budget to generate unlearnable examples.
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Privacy preserving has become increasingly eye-catching in
recent years, especially on face recognition (Shan et al. 2020;
Cherepanova et al. 2020; Hu et al. 2022). Unlearnable ex-
amples were designed initially for the “let poisons be kind”
(Huang et al. 2020a; Wang, Wang, and Wang 2021) approach
to privacy preservation, allowing individuals to slightly mod-
ify their personal data to make them unlearnable without
losing the semantics.

While unlearnable examples have been shown to be highly
effective at deceiving victims into thinking that their deep
learning models have been trained successfully by achieving
high validation accuracy, this paper demonstrates that un-
learnable examples can be detected with relative ease. Specif-
ically, we propose two effective methods to detect whether
a given dataset has been poisoned by unlearnable data poi-
soning attacks. It was experimental observed in (Yu et al.
2021) that unlearnable poisons are linearly separable. In this
paper, we further prove that for certain random or region
class-wise poisons, the poisoned datasets rather than poisons
are linearly separable if the dimension of data is sufficiently
large. Based on these theoretical findings, we propose the
Simple Networks Detection algorithm, which leverages linear
models or simple two-layer networks to detect poisoned data.
Additionally, We have experimentally observed that poisons
are immune to large bias shifts. Based on this observation,
we propose another detection algorithm called Bias-shifting
Noise Test, which introduces a large bias to each training data,
to destroy their original features while retaining the injected
poison features. The resulting difference can be used to de-
tect existences of poisons. Our experiments on CIFAR-10,
CIFAR-100, and TinyImageNet demonstrate that all major
unlearnable examples can be effectively detected by both of
the algorithms.

Furthermore, the detectability of unlearnable examples
has inspired us to develop a defense strategy that focuses on
degrading them. We achieve this through the use of data aug-
mentations and adversarial noises that make these examples
undetectable by simple networks. By using stronger data aug-
mentations and a two-layer neural network (NN) to generate
stronger noises, we demonstrate that it becomes much more
difficult to generate unlearnable examples. Experiments have
shown that our defense method is highly effective against un-
learnable examples, which can even outperforms adversarial
training regimes and state-of-the-art defense methods.



Adpversarial training with large defense budgets is a well-
known defense method against unlearnable examples (Tao
et al. 2021). We establish theoretical criteria for the relation-
ship between the poison budget and the adversarial defense
budget. Specifically, we prove that if the poison budget ex-
ceeds four times the size of the adversarial defense budget, or
if the gap between the two budgets exceeds a certain constant,
then robust unlearnable examples can be created to make
adversarial training set linearly separable. These theoretical
results guarantee the existence of robust unlearnable exam-
ples, while also providing a lower bound on the adversarial
defense budget required for adversarial training to be effec-
tive. We also prove that to make dataset linearly separable,
poison budget must be larger than a certain constant, under
some mild assumptions. Our experimental results confirm the
validity of the theoretical results, showing that as the adversar-
ial budget increases, unlearnable examples become learnable
again, because the linear features injected by attackers are
destroyed through adversarial training.

We summarize our main contributions as follows:

* We propose two effective methods to detect whether a
dataset has been poisoned by unlearnable data poison-
ing attacks, based on theoretical results and experimental
observations.

* We demonstrate that stronger data augmentations with
adversarial noises generated by a simple network can
destroy the detectability, as well as achieve good defense
performance.

* We establish certified upper bounds of the poison budget
relative to the adversarial defense budget required for
generating robust unlearnable examples.

2 Related work

Data Poisoning. Data poisoning is a type of attack that
can cause deep learning models to malfunction by modi-
fying the training dataset. Targeted data poisoning attacks
(Shafahi et al. 2018; Zhu et al. 2019; Huang et al. 2020b;
Schwarzschild et al. 2021) aimed to misclassify specific
targets. Previous availability attacks (Biggio, Nelson, and
Laskov 2012; Mufloz-Gonzilez et al. 2017) attempted to
reduce test performance of models by poisoning a small por-
tion of the training data. Unlearnable attacks (Huang et al.
2020a) were a special type of availability attack where the
attacker poisons all of the training data using a small poison
budget, resulting in significantly drop in test accuracy to al-
most random guessing (Feng, Cai, and Zhou 2019; Huang
et al. 2020a; Fowl et al. 2021; Sandoval-Segura et al. 2022b).
Robust unlearnable attacks (Fu et al. 2021) attempted to main-
tain the poisoning effects under adversarial training regimes.
Another type of data poisoning was backdoor attacks (Chen
et al. 2017; Gu et al. 2019; Barni, Kallas, and Tondi 2019;
Turner, Tsipras, and Madry 2019), which induced triggers
into trained models to cause malfunctions.

Attack Detection. In recent years, several methods have
been proposed to detect safety attacks of DNNs. Detection of
adversarial attacks has been explored in (Metzen et al. 2016;
Grosse et al. 2017; Abusnaina et al. 2021) for victims to

determine whether a given data is an adversarial example or
not. Detection algorithms were provided to identify triggers
and recover them under backdoor attacks (Chen et al. 2018,
2019; Dong et al. 2021). Guo, Li, and Liu (2021) detected
backdoor attacked model using adversarial extreme value
analysis. Our detection methods are the first one to focus on
unlearnable examples to the best of our knowledge.

Poison Defense. Several defense methods for data poison-
ing have emerged in recent years. In Ma, Zhu, and Hsu (2019),
a defense method using differential privacy was proposed.
In Chen et al. (2021), generative adversarial networks were
used to detect and discriminate poisoned data. Liu, Yang,
and Mirzasoleiman (2022) proposed using friendly noise to
improve defense against data poisoning. Wang, Mianjy, and
Arora (2021) analyzed the robustness of stochastic gradient
descent on data poisoning attacks. People also used adver-
sarial training to defend unlearnable data poisoning attacks
(Tao et al. 2021). Recently, defense methods on unlearnable
examples has been provided (Qin et al. 2023; Liu, Zhao, and
Larson 2023).

3 Notations and definitions of unlearnable
examples

Notations. Denote the training dataset as Di, =
{(zi,y:)}Y, C 1% [C], where d, N, C are positive integers,
and I = [0, 1] is the value range of data, [C] = {1,...,C}
is the set of labels. Let DY = {(x; + e(=;),y:)} Y, be
the poisoned training dataset of Dy,, where €(x;) is the
poison elaborately generated by the poison attacker. In this
paper, we assume that €(x;) is a small perturbation that sat-
isfies ||e(x;)||co < M, Where € Ry is called the poison
budget. A well-learned network F has good generalization
performance on the test set D, i.e., have high test accuracy
denoted as Acc(F, Dye).

Unlearnable examples. A poisoned dataset D}’ is called
unlearnable (Huang et al. 2020a), if training a network F
on D{? results in very low test accuracy Acc(F, Dye), but
achieves sufficiently high (poisoned) validation accuracy
Acc(F, DP1) on poisoned validation dataset. If the victim
receives an unlearnable poisoned dataset, they may split it
into a training set and a validation set. Since the (poisoned)
validation accuracy is good enough, the victim may assume
that their model is performing well. However, because the
victim has no access to the (clean) test set D, their model
will actually perform poorly on Dy,. As a result, the victim
will be deceived by the poisoned generator.

There are two basic types of unlearnable poisoning attacks:
sample-wise and class-wise, where sample-wise means that
each sample is independently poisoned with a specific pertur-
bation and class-wise means that samples with the same label
are poisoned with the same perturbation. Some examples of
poisoned data and their corresponding perturbations can be
found in Appendix C.

The main unlearnable attack methods include: Random(C),
Region-n (Sandoval-Segura et al. 2022a), Err-min (Huang
et al. 2020a), Err-max (Fu et al. 2021), NTGA (Yuan and Wu
2021), AR (Sandoval-Segura et al. 2022b), RobustEM (Fu



et al. 2021), CP (He, Zha, and Katabi 2022), TUE (Ren et al.
2022), etc.

4 Detection of unlearnable examples

Although unlearnable examples can achieve their goal of
deceiving victims by having good validation accuracy and
poor test accuracy in normal training processes (Huang et al.
2020a), we will demonstrate in this section that unlearnable
examples can actually be easily detected. We will also pro-
vide effective detection algorithms for detecting unlearnable
examples using simple networks.

4.1 Theoretical analyses of unlearnable examples

Firstly, we present theoretical results that certain unlearnable
examples are linearly separable, which can be used to identify
the presence of poisons. In (Yu et al. 2021), they empirically
discover the linear separability of unlearnable poison noises,
tt is worth noting that our approach differs from previous
work (Yu et al. 2021), in that we not only empirically find
but also prove that unlearnable poisoned dataset, rather than
noises, are linearly separable.

Theorem 4.1. Ler D = {(mz,yl)}f\il C 14 x [C). For the
class-wise poison {vi}f:1 C R satisfying that Vi € [C]
and j € [d], (v;); is i.i.d. and obeys distribution A(e), where
A(€) = 2¢ - Bernoulli (3) — €, that is, (v;); equals +€ with
% probability respectively. Then with probability at least

2
1-NC (26_% + 6_3%), the class-wise poisoned dataset
Dre = {x; + vyi,yi}fvzl is linearly separable.

Theorem 4.2. For the Region-k poison {v;}<_, C R satis-
fies that Vi € [C, (v;); is equal whenever j is in the same
region; (v;); is i.i.d. and obeys distribution A(e), when-
ever j in different regions. Then with probability at least

2 3
1-NC (26’% + e’%), the Region-k poisoned dataset

DP° = {z; +v,,, yi}ij\il is linearly separable.

The proofs of Theorems 4.1 and 4.2 are deferred to Ap-
pendices A.1 and A.2 respectively.
Remark 4.3. By Theorem 4.1, when d or € are sufficiently
large, certain Random(C) poisoned dataset is linearly separa-
ble. Similarly, by Theorem 4.2,when k is sufficiently large,
certain Region-k poisoned dataset is linearly separable.

Magnitude of poison budget to achieving linear separa-
bility. We add the Random(C) poison v; € {+e, —e}d
to CIFAR-10 with ¢ = 8/255, and use the linear network
F(z) = [v1,--- ,vc]|Tx for classification. Experimental re-
sults show that 49, 963 of 50, 000 poisoned training samples
can be correctly classified by F. This finding indicates that
e = 8/255 is large enough to achieve linear separability for
CIFAR-10 dataset. Table 8 also shows that Region-16 and
Err-min(S) poisons with budget e = 8/255 is enough to make
poisoned dataset linearly separable.

Sample-wise poisons. Theorems 4.1 and 4.2 describe prop-
erties of class-wise poisons,but sample-wise poisons have
similar properties as well. In Appendix F, we provide experi-
ments to demonstrate the similarity between sample-wise and

class-wise poisons by measuring the cosine similarity and
commutative KL divergence. Additionally, from Appendix
D.2, we can observe that both sample-wise and class-wise
error-minimum poisoned dataset have similar training curves.

4.2 Detection of unlearnable examples by simple
networks

Theorems 4.1 and 4.2 imply that a poisoned dataset can
be learned by a linear network. However, the clean dataset
such as CIFAR-10, CIFAR-100, and TinyImageNet cannot
be easily fitted by a linear model. We evaluate the linear
separability rate for these datasets as shown below.

Definition 4.4 (Linear Separability Rate). Let dataset S C
I x [C] and Fiipear denotes the set of all linear models f :
R? — RC. The linear separability rate of S is defined as
Bs = sup Acc(f,S).
f € Flinear

Remark 4.5. The linear separability rates of CIFAR-
10, CIFAR-100, and TinyIlmageNet are 46.53%, 31.71%,
49.38%, respectively, by training them with a linear network.

This difference between a clean dataset and a poisoned one
can be exploited to detect the presence of unlearnable exam-
ples, which motivates Algorithm 1, named Simple Networks
Detection.

Algorithm 1: Simple Networks Detection

Input: A dataset D might be poisoned. A linear network or
a two-layer NN (hidden width equals the data dimension)
F. A detection bound B (say 0.7).

Output: Poison function I(D).
I(D) = 1if D is recognized as the poisoned dataset;
I(D) = 0if D is recognized as the clean dataset.

Do:
Initialize parameters of the network F.
Train the network F on dataset D with loss function
Leg(F(x), ).
if Acc(F,D) < B: I(D) =0;else I(D) = 1.

Detection under data augmentations. It is worth noting
that, in practice, people often train the networks with some
data augmentation methods. For instance, for CIFAR-10, ran-
dom crop and random horizontal flip are commonly used data
augmentation methods. However, experimental observations
have shown that the linear separability of poisoned datasets
may easily be broken by data augmentations. Therefore, in
cases where linear separability does not hold, utilizing a two-
layer network emerges as the next most suitable criterion.
Furthermore, we can not further relax the simple networks
to three-layer NN. This is because the training accuracy on
clean data becomes excessively high, making it challenging
to distinguish clean datasets from poisoned ones.

4.3 Detection of unlearnable examples by
bias-shifting noise

In this section, we find out that unlearnable examples are
almost immune to large bias-shifting noises. Inspired by this



unusual behavior of unlearnable examples, we can detect
poisons by training it with bias-shifting noises.

Resistance of poisoned dataset to bias-shifting noise. Ta-
ble 11 in Appendix D.3 shows that injected unlearnable poi-
sons are strong features dominating the poisoned data, and
the poisoned dataset are highly robust to bias-shifting noise.
In unlearnable examples setting, the injected poisons are very
small, restricting to less than 8/255 under the I, norm. How-
ever, even when subjected to bias-shifting noise of dozens
of times larger like +0.5, the victim model can still achieve
100% (validation) accuracy.

Table 1: Validation accuracy (%) on different dataset:
Deean = {(x4,9:)} is the clean validation set, Dy, =
{(@i+e(@:), yi) . Dby aine = {(@i-+€(@;)+be, i)}, where
b is the bias-shifting noise level and e is the all-ones vector.

Poison Random(C) Region-16 Err-min(S) NTGA AR

Detean 10.46 15.27 10.02  10.10 13.63
Do 100.0 100.0 99.99  99.98 99.98
DY i 99.84 99.64 100.0 9526 99.82
Dp_og's‘?ﬁﬂ 100.0 99.98 97.85  90.82 90.96

Table 1 shows the accuracy on poisoned (validation) set
and dataset with large bias-shifting noise. When adding large
bias-shifting noises to the poisoned dataset, the validation ac-
curacy of it does not degrade significantly. But when training
on the clean dataset, it will drop significantly because the orig-
inal features are destroyed by large bias-shifting noise. This
observation motivates us to introduce Algorithm 2, which is
called Bias-shifting Noise Test.

Algorithm 2: Bias-shifting Noise Test

Input: A dataset D might be poisoned. A DNN F (say
ResNet18). A detection bound B (say 0.7). A bias-shifting
noise €.

Output: poison function (D).

Do:

Randomly split D into training and validation set Dy, and
Dy,.

Let the bias-shifting training set be DI® = {(z +
6b7y) || (ma y) € Dtr}-

Initialize parameters of the network F.

Train the network JF on the bias-shifting training set DIP
with loss function Leg(F(z),y).

if Acc(F,Dya) < B: I(D) =0;else I(D) = 1.

Choice of bias-shifting noise. If data are lying in the range
[a, b], it is recommended to choose 25%e or —25%e as the
bias-shifting noise €,. As images always lie in [0, 1], for
simplicity we choose €, = £0.5e in this paper, more results
on different choices of €, are provided in Appendix G.2. Such
noise can effectively destroy the original features, without
affecting the injected noise features, as shown in Table 1 for

+0.5
dataset Dpoi_shift.

5 Defense of unlearnable examples by
breaking detectability

In Section 4, we have proven that certain unlearnable exam-
ples can be separated by linear networks, and shown that all
of the existing unlearnable examples can be easily fitted by
simple networks like two-layer NNs even under the usual
data augmentations regime. Therefore, we believe properties
that can be fitted by simple networks are the principle of
why unlearnable examples work, which can also be used for
detection.

Based on this, once the dataset is detected to be unlearn-
able, one potential solution is to defend it by destroying its
detectability. Adversarial training is a well-known approach
for defending against unlearnable examples (Tao et al. 2021),
but it is expensive. We can achieve similar goals at a lower
cost by breaking detectability of unlearnable examples.

Adding hard-to-learn adversarial noises of simple net-
works degrades detectability. To destroy the detectability
of simple networks, we may add adversarial noise € to each
x;, which is hard-to-learn for a simple two-layer NN Fmple.
Adversarial noises €(x;) are generated by PGD attack (Madry
et al. 2018) on the robustly learned network .F;‘gﬁgf;, where
f;‘;ﬁ;fg is obtained by adversarial training:

. bust

arg Irﬁb‘% Z III?I?;(U Loss(Fgmple(®i + 0(xi)), yi)-
P (zi,yi)€ED

The generateed adversarial noise will make it difficult for
poisoned dataset to be fitted by simple networks, which can
destroy the detectability of unlearnable examples, while the
small budget n will not affect the original features.

Table 2: The detection (training) accuracy (%) of Algorithm 1
under two-layer NN for poisoned CIFAR-10 and CIFAR-100
with stronger data augmentation used in contrastive learning.

Poisons CIFAR-10 CIFAR-100
Clean data 2741 10.67
Region-16 35.20 16.57
Err-min(S) 27.28 11.25
RobustEM 27.27 11.51

Stronger data augmentations destroy detectability. As
discussed in Section 4, we have proven that certain class-
wise unlearnable examples are linearly separable, but linear
model detection under standard data augmentations will fail.
This inspires us to use a relaxed version of the model, such
as a two-layer NN, for effective detection. Therefore, when
detecting unlearnable examples by simple networks, data
augmentation methods may degrade the detectability.
Inspired by the role of data augmentations in detection,
we introduce stronger data augmentation used in contrastive
learning (He et al. 2020; Chen et al. 2020) which contains
random resized crop, random horizontal flip, color jitter and
random grayscale. We conduct experiments on Table 2 to
demonstrate the detection performance under stronger data



augmentations. Results show that two-layer NN is hardly
to detect whether a dataset is poisoned under stronger data
augmentations. Therefore, we conclude that stronger data
augmentations can make it easier to break detectability of
unlearnable examples.

Based on the above discussions, we propose a fast algo-
rithm 3 which can break detectability of poisoned dataset to
defend against unlearnable examples. Experimental results
on Algorithm 3 will be provided in Section 7.2.

Algorithm 3: Stronger Data Augmentations with Adversarial
Noises (SDA+AN)

Input: Unlearnably poisoned dataset D = {(x;, yl)}f\il

Two-layer NN Fimple. Data augmentation method A. A
DNN F (Say ResNet18).
Output: Trained network F.
Do:
Initialize parameters of the networks Fgimple and F.
Adversarially train the network Finple on dataset D.
Generate adversarial noise on adversarially-trained net-
work F, e With e(z;) = arg IIEIIIa)én Ler(Fimpe(Ti +
»<
6), yL) .
Train classification network F with data augmentation

A: m}i_n éLCE(A((xi +e(xi)), yi))-

6 Criteria of the poison and defense budgets
under adversarial training

Adversarial training is a widely-used defense method against
unlearnable examples (Tao et al. 2021). However, there is
a trade-off between accuracy and robustness in adversarial
training, choosing a huge budget to resist unlearnable exam-
ples will affect accuracy. Nevertheless, (Wang, Wang, and
Wang 2021; Fu et al. 2021) show experimentally that adver-
sarial training with small budget may fail to defend some
unlearnable attacks, called robust unlearnable examples.

On the theoretical aspect, (Tao et al. 2021) proved that
unlearnable attacks will fail when the adversarial budget is
greater than or equal to the poison budget. In this section,
we will prove three theoretical results on criteria between
the poison budget and the adversarial defense budget, and in
particular give a certified upper bound on the poison budget
for the existence of robust unlearnable examples. First, we
give a definition of the adversarial training set, which is the
largest set that adversarial training can use for training.

Definition 6.1 (Adversarial Training Set). Let .S be a (clean)
training set. B, (.5, €) is called the adversarial training set of
S with a small budget €, which is defined as follow:

Bp(S;€) = {(x + 8,y) || (x,y) € S, [[8]l, <€}

In (Kalimeris et al. 2019), it was noted that during the
initial epochs of training, the model learns a function that
is highly correlated with the linear features of the data. We
also conduct a simple experiment presented at Remark 1.2 in
Appendix 1.1 to show that the linear separability of dataset

will result in the victim model to perform like the linear
model. The following two theorems inform us that when the
poison budget exceeds a certain threshold compared to the
adversarial budget, the adversarial training set will become
linearly separable, in other words, adversarial training will
malfunction.

Theorem 6.2. Let S = {(z;, yq)}fil C I9x [C] be a(clean)

.. . _de? _d 1
training set and € € R satisfies e” 8" + e 50 < 3=

Then there exists a class-wise poisoned training set SP° with
poison budget at most 4e, such that adversarial training set
Boo (SP°, €) is linearly separable.

Theorem 6.3. Ler S = {(x;, yi)}ﬁvzl C I9x [C] be a(clean)
training set. If there exists a linearly separable poisoned set
of S with poison budget €, then for any n > 0, there exists a
poisoned training set SP° of S with budget 1) + €, such that
the adversarial training set B, (SP°,n) is linearly separable

by F. Particularly, ¢ = Q(\/%) satisfies the above
condition.

The proofs of Theorems 6.2 and 6.3 are deferred to Ap-
pendices A.3 and A 4.

As the clean dataset has low accuracy on linear model
shown in Remark 4.5, by Theorems 6.2 and 6.3, for dataset
S = {(z, yi)}fil C I x [C), if the poison budget is more
than four times of the adversarial defense budget, or the poi-
son budget is more than a certain number e of the adversarial
defense budget 7, robust unlearnable attacks on .S are avail-
able. In other words, adversarial training may fail to defend
unlearnable examples of .S. This conclusion provides insights
into the minimum budget required for adversarial training to
effectively defend unlearnable examples.

The above discussions also explain the results shown in
Table 6 that poisoned CIFAR-10 with poison budget 8/255
can not be defended by adversarial training with defense
budget 2/255. Furthermore, linear separability is achieved
for poisoned CIFAR-10 when the gap between poison bud-
get and defense budget reaching 8/255 as shown in Section
4.1. Therefore, together with Theorem 6.3, our discussions
explain why adversarial training with 8 /255 budget cannot
defend poisons with 16/255 budget, as reported in (Wang,
Wang, and Wang 2021), even though it is only twice as large.

We have established a lower bound for the adversarial bud-
get that can resist unlearnable examples. Furthermore, under
some mild assumptions, Theorem 6.4 gives a lower bound
for the poison budget in order to make the poisoned dataset
linearly separable, whose proof is provided in Appendix A.5.

Theorem 6.4. Let the linear model F(x) = Wz + b,
L(F(z),y) = >_,4, max(0, Wz — Wyx +1) be the hinge
loss. Assume that the dataset S = {(x;,y;)} ., is not lin-
early separable and loss is not less than a constant (i1, while
8P = {(x; +€;,yi) }L, is linearly separable under (1, c0)-
norm regularization and loss is not greater than a constant
po. If i1 > o, then it holds max lle: || > %, where

C'is the number of classes.

Theorem 6.4 indicates that if the poison budget is not
larger than a certain constant, the poisoned training set will



Table 3: The detection accuracy (%) for unlearnable examples under Algorithms 1 and 2, the accuracy is for the training and
validation set respectively. Linear represents linear model and 2-NN represents two-layer NN. For Algorithm 2, two columns are
for bias-shifting noise €, = £0.5e. If dataset is recognized as a clean set, their accuracy are marked in italic.

CIFAR-10 CIFAR-100 TinyImageNet
Poison Algorithm 1 Algorithm 2 Algorithm 1 Algorithm 2 Algorithm 1~ Algorithm 2
Linear 2-NN —0.5 0.5 Linear 2-NN —0.5 0.5 Linear 2-NN —-0.5 0.5
Cleandata 46.53 57.33 49.08 42.12 31.71 26.52 42.15 29.02 49.38 7.24 30.63 20.28
Random(C) 100.0 99.13 100.0 99.84 99.86 84.19 9998 97.62 100.0 97.82 100.0 86.02
Region-16  99.87 99.98 99.98 99.64 98.39 88.72 100.0 98.76 99.54 97.82 99.72 89.02
Err-min(S)  99.99 99.77 97.85 100.0 99.37 83.94 100.0 100.0 99.93 97.21 99.99 99.27
Err-min(C) 100.0 99.66 100.0 100.0 99.96 84.78 100.0 100.0 100.0 98.29 100.0 100.0
Err-max 8248 97.52 99.96 99.20 3741 8334 97.56 76.02 63.89 97.32 98.85 8522
RobustEM  78.49 99.41 99.10 99.40 40.25 89.94 97.84 76.00 73.44 98.75 94.36 68.59

not be linearly separable, which results in a failure of robust
unlearnable attacks. Table 8 demonstrates that the poison bud-
get 2/255 is not enough to make Region-16 and Err-min(S)
poisoned CIFAR-10 linearly separable. Together with The-
orem 6.3, our discussions explain why adversarial training
with budget 6/255 is effective in defending against poisons
with budget 8/255 as shown in Table 6.

7 Experimental results

In this section, experimental results are provided to verify the
detection algorithms in Sections 4.2 and 4.3, defense power
of stronger data augmentations with adversarial noises in
Section 5, and the theoretical criteria of adversarial training
in Section 6. Experimental setups are given in Appendix B.
Our codes are available at https://github.com/hala64/udp.

7.1 Experimental results on poison detection

Experimental results for Algorithms 1 and 2 are given in
Table 3. The detection bound B is 0.7. For more results on
poison detection, please refer to Appendix G.

Detection performance. Results in Table 3 show that most
of the poisons can be detected by linear models and bias-
shifting noise tests with €, = 0.5e, and all of them can be
detected by two-layer NN and bias-shifting noise with €, =
—0.5e. Combined with results in Appendix G, even for robust
unlearnable examples, such as RobustEM and Adv Inducing
(Wang, Wang, and Wang 2021), or for poisons designed to
reduce robust generalization power, such as Hypocritical (Tao
et al. 2022), our detection methods still work.

Different poison ratios. Although unlearnable examples
only work when all training data is poisoned, our detection
methods still perform well even only a part of data is poi-
soned. Table 4 presents detection results for different poison
ratios. It is shown that as long as 60% of data are unlearnably
poisoned, it will be detected by the victims.

False Poisitives and False Negatives It is worth noting that
our detection methods are designed to assess entire datasets,
rather than individual data instances. Therefore, we analyze
the false positives and false on different unlearnable datasets
under varying detection bound B. With reference to Tables

Table 4: Detection accuracy under different poison ratios by
Algorithm 2 with €, = —0.5e.

Ratio 100% 80% 60%  40% 20%
Clean data 49.08 — — — —

Random(C) 100.0 86.24 77.53 65.92 53.07
Region-16 9998 87.15 7877 70.53 57.90
Err-min(S) 97.85 85.06 73.66 71.59 70.73
Err-min(C) 100.0 85.38 75.18 62.07 53.44
RobustEM  99.10 86.71 73.06 60.92 51.52

3 and 16, we can evaluate the occurrences of FP and FN
across a range of clean and poisoned datasets. The results are
presented in Table 7.

Table 7: False positives and false negatives of our detection
methods across different datasets and unlearnable examples.

Bound/(FP/FN) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Bias+0.5 3/0 3/0 1/1 1/1 0/1 0/1 0/2 0/5 0/8
Bias-0.5 3/0 3/1 3/1 2/1 0/1 0/1 0/1 0/1 0/3
Linear 3/0 3/0 3/0 2/1 0/4 0/5 0/6 0/10 0/13
2-NN 2/0 2/0 1/0 1/0 1/0 0/1 0/1 0/2 0/9

7.2 Experimental results on poison defense

We evaluate the defense power on Algorithm 3 with AT-based
methods and recently proposed defense method UEraser (Qin
et al. 2023) and ISS (Liu, Zhao, and Larson 2023). The re-
sults demonstrate that even without adversarial noises, using
stronger data augmentation alone can achieve comparable
defense power to adversarial training, which indicates that
breaking detectability is a key to defending against unlearn-
able examples.

Furthermore, our defense method achieves state-of-the-art
performance on most of the existing unlearnable examples,
such as Region-16, Err-min(S), NTGA and TUE poisons,
and achieve the comparable defense power for RobustEM
and AR poisons, only perform a little suboptimally for Err-
max poisons, as shown in Table 5 compared to Tables 6 and



Table 5: Test accuracy (%) of different defense methods for poisoned CIFAR-10.

Method/Poison Region-16 Err-min(S) Err-max RobustEM NTGA AR EntF TUE
No defense 19.86 10.09 7.19 25.30 11.23 17.18 83.10 10.00
AT-based methods 85.78 84.00 84.75 81.06 84.19 85.25 73.61 83.94
Adversarial Noises 56.35 10.72 28.74 25.69 1796 14.57 48.15 90.07
UEraser 82.66 86.37 47.46 78.39 82.15 87.21 87.40 75.96
1SS 67.11 85.24 84.36 83.84 85.64 85.11 77.02 84.32
SDA(ours) 77.20 75.62 56.96 79.21 78.48 75.81 90.84 73.80
AN+SDA (ours) 93.51 88.01 61.19 79.28 89.00 80.20 88.17 92.76

Table 6: Test accuracy (%) when conducting adversarial training with budgets /255,4 = 0, . . ., 16 to defend poisoned CIFAR-10
with the poison budget e = 8/255. We do not use any data augmentation here for better verification of our theorems.

Poison 0 1/255 2/255 3/255 4/255 6/255 8/255 12/255 16/255
Region-16 19.86 24.32 29.57 50.09 72.13 77.03 72.65 67.65 62.78
Err-min(S) 10.09 10.01 10.13 18.64 69.92 76.53 72.13 6723 61.70
RobustEM 25.30 24.92 28.50 33.74 46.01 76.69 72.19 63.16 53.34

23. We also evaluate on recently proposed poison method
deceiving adversarial training, called EntF (Wen et al. 2023),
and results also show advantage of our method. Additional
experimental results and more discussions are provided in
Appendix H.

Moreover, since we only conduct adversarial training on
the simple two-layer NN, our method is much more time-
efficient than AT-based methods, as shown in Table 13, ad-
versarial noises generated on two-layer NN is more than 3
times faster than generated on ResNet18.

7.3 Evaluation of criteria between the poison
budget and the defense budget

Table 6 shows the test accuracy under different adversar-
ial defense budgets. For adversarial training with budget
€ < 2/255 and unlearnable poisoning attacks with budget
n = 8/255 > 4e, the test accuracy is less than 30%, which
is much lower than the linear separability rate 46.53% of
CIFAR-10. This verifies Theorem 6.2 that adversarial train-
ing fails when defense budget is too small.

Additionally, with the increase of defense budgets, the de-
fense power of adversarial training initially increases rapidly,
but then begins to gradually decrease. This is because when
the defense budget increases, the gap between poison and
defense budgets decreases, eventually becoming too small to
achieve linear separability. As shown in Table 6, adversarial
training is effective when defense budget reaches to 6/255,
since the gap 2/255 is not large enough to make the poisoned
dataset linearly separable, which verifies Theorems 6.3 and
6.4.

It is worth noting that different from (Tao et al. 2021), ad-
versarial training here is the tool to maintain accuracy rather
than robustness. Therefore, the effective defense budget here
is smaller than (Tao et al. 2021). From Table 8, RobustEM
never becomes linearly separable, indicating that achieve lin-
ear separability is a sufficient but not necessary condition
for generating unlearnable examples. With further increase

in the defense budget, the trade-off between accuracy and
robustness emerges (Tsipras et al. 2018), leading to a gradual
drop in test accuracy. For more discussions and experiments
on this topic, please refer to Appendix 1.2.

Table 8: Linear separability rate of poisoned CIFAR-10 with
different poison budget 7.

Poison/budget 0  1/255 2/255 4/255 6/255 8/255

Region-16  46.53 67.85 89.06 98.32 99.65 99.87
Err-min(S) 46.53 76.63 93.15 99.87 99.97 99.99
RobustEM  46.53 55.44 61.29 69.03 74.62 78.49

8 Conclusion

In this paper, we demonstrate that unlearnable examples can
be easily detected. We prove that linear separability always
exists for certain unlearnable poisoned dataset, and propose
effective detection methods. We use stronger data augmenta-
tions with adversarial noises of simple networks to achieve
effective defense for unlearnable examples. Furthermore, we
derive a certified upper bound for poison budget relative to
the adversarial budget on adversarial training.

Limitations and future work. From Table 6, the results in
Theorem 6.2 have rooms for improvements, that is, tighter up-
per bounds for poison budget are possible. Certified defense
methods against unlearnable examples need to be developed
in the future. It is desirable to craft more potent defense
methods against Err-max poisons. Moreover, in the pursuit of
privacy preservation, it is imperative to create more sophisti-
cated unlearnable examples that resist existing detection and
defense methods.
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A Proofs
A.1 Proof of Theorem 4.1
Lemma A.1 (McDiarmid’s Inequality (McDiarmid et al. 1989)). Let X1, Xo,--- , X}, be independent random variables on

Xy, Xo, oo Xy and f 1 Xy X Ao X -+ X X, = R be a multivariate function. If there exists positive constants c1,Ca, -+ , Cp,
such that for all (X1, T2, ,T,) € X1 X Xo X -+- X X, and i € [n], it has
!
sup |f(®1, -+, ®i1, T} i1, To) — f(T1, T, T T, 0, ®0)| Sy
T, EX;

then for any € > 0, the following inequalities hold

262

PrOb(f(X17X2>' t 7Xn) - E[f(X17X27 e 7X'n)] Z 6) S 672?:1 C?u
262

PrOb(f(XlaX27' o aX’n) _E[f(leXQa T 7X’n)] < _6) < e_zfyzl ¥ .

Proof of Theorem 4.1. By McDiarmid’s inequality, Vv > 0 and ¢ # j, it holds that
2

Prob((v;,v;) > v) < e~ 34T

and V4, j it holds that

2

Prob (|(z;,v;)| > 7v) < 2¢” 342

2 .
Lety = %, then it has

d 2
Prob ((vi,vj> > i) < e_%,z’ #+3

and

Prob <|<mi,vj>| > dj) <2e %
Denote the linear classifier F(x) = Wy, where
Wy = [v1,--+ ,v0]T € RO*4,
Then given (z + v,,y) € DP°, it has
F(x+vy) =Wy(x+vy) = (v, +0vy),- v<”Cam+”y>)T
Then if Vk € [C], | (vi, ) | < dgi and Vk € [C]\{y}, (vi,vy) < dTEZ, it holds that

2de? - 7de?
3 12

which directly leads to correctness of classifier F. Therefore, it follows that

(vy, 2 +vy) > > vy, ® +vg) , VE € [C]\{y},

Prob [arg max F(x 4+ vy); = y}
J

Y

Prob [| (vp, @) | < 4, ¥k € [C] N (vy, v,) < %7, ¥k € [C]\{y}]

1- (1 -(1 _ze‘Tf)C) _ (1 - —63512)0_1>

> 1-20e % —(C—1)e 5.

vV

Then the probability of arg max F(x; + v, ); = y;, Vi € [N] is at least
J
1-N (1 — Prob [argmax]:(m +vy); = y])
J

> 1-NC (207 4o #),

which complete the proof. O



A.2 Proof of Theorem 4.2

Proof. The proof is similar to the proof of Theorem 4.1.
By McDiarmid’s inequality, V- > 0 and ¢ # j, it holds that

72k

Prob((v;,v;) > ) < e za%7,
and V4, 5 it holds that
2
Prob (|(x;,v;)| > 7v) < %~ 3977 |

The remaining details are the same as Theorem 4.1. O

A.3 Proof of Theorem 6.2
Proof. For class-wise noise vectors {vi}iC:1 satisfy that Vi € [C] and j € [d], (v;); is i.i.d. and obey distribution A(4€), where

A(e) = 2¢ - Bernoulli (;) — ¢,

that is, (v;); with % probability equals 4¢ and —4e respectively.

Denote the poisoned set as SP° = {(x; + v,,, yl)}fil Following Theorem 4.1, with probability at least 1 —
NC (267% + e’?dz) , the linear model V' = [v1, -+ ,vc]7 can classify the data set S" = {(x; + 2%, yi)}i]\il correctly.

By McDiarmid’s inequality, Vi # j, it holds that

16de?
Prob (<'Ui7vj> > 56 ) <e .
Then such random vector {vi}f:1 holds with probability at least 1 — %e_%. Therefore, with probability at least
2 ciC-1 2
1= NC (267 ) - %e—% >1-NC (27 +2¢7%) >0

that {vi}ic:1 satisfies all conditions above, which implies such {vl}?C:1 exists in Boo (4€) ball.
Now we choose such {vi}f:1 as the injected noise to generate the poisoned data set SP°. Then for all perturbation ||9;||oc < €

and the data set S = {(z; + vy, + 0i, Y)Y C Bso(SP°, €), it holds that

i=1

<mi + vy, + 5i7vyi> - <:L',' + vy, + 5i’vk>

o+ 24,0, = (@14 S0 + (3 8000) = (% + 8uma)

(s + %,vy1> —(x; + %,v@ + (8i, vy, — vi) + 8de? — 5 (vy,, Vi)

> (8;,vy, —vp) + 2dé?
> Fde — [0iloc|lvy, — vilh
> 24e2 — eV/d|jvy, — vz
= 2de? — ev/d\/32de? + (vy,,vy)
> 35—2d62 — \/"wde2
> 0
for all k # y; and ¢ = [N]. Therefore, for all dataset S C By (SP°, €), the linear model V' can classify them correctly. O

A.4 Proof of Theorem 6.3

Lemma A.2. Let S = {(x;, yl)}f\il C 14 x [C] be a (clean) training set and v; € {—¢,€}?, i € [C] is the class-wise poison,
such that the linear network F(x) = [v1,- -+ ,vc]T @ can correctly classify the poisoned training set {x; + vy,, y; } N 1. Then
for any n € Rx, there exists a poisoned training set SP° of S with poison budget n + €, such that B (SP°,n) is linearly
separable by F.



Proof. We will show that SP° = {x; + v, + 1 - sign(vy, ), y; }1, is a poisoned set verifying the theorem. For all adversarial
perturbation [|d]|o < 1,V (x + v, + 1 - sign(v,),y) € SP°, when i # y, it holds that

F(x + vy +n-sign(vy) + 8)y — F(x + v, + 1 - sign(vy) + §);

(T + vy +n-sign(vy) +6,v, — v;)

> (n-sign(vy) + 0, v, — v;) (By the correct classification of (x + vy, y))
= ned + €(9,sign(vy) — sign(v;)) — ne (sign(v,), sign(v;))
> ned — ne||sign(v,) — sign(v;)||1 — ne (sign(vy), sign(v;))

ne(d — |[sign(v,) — sign(v;)|]1 — (sign(vy), sign(v;))).
Since (a,b) + ||ja — b||; = d fora,b € {—1,+1}<, it holds that
d — |[sign(vy) — sign(v;)|l1 — (sign(v,,), sign(v;)) = 0.

Therefore, F (x+v,,+n-sign(vy)+8), —F (x+v,+n-sign(v,)+8); > 0, thatis, the linear network F(z) = [v1, -+ ,vc] Tz
can correctly classify B(SP°, €). It is clear that SP° has poison budget 1 + €. The theorem is proved. O

de2

Proof of Theorem 6.3. By Theorem 4.1, if the gap e satisfies that 1 — NC' (26_ ' + 6_3%> > 0, such linear network F in
Lemma A.2 exists. Therefore, the gap e satisfies

de?
(Qe_ﬁ +e_37> < —.

de2

62 L .
As images lie in [0, 1], it holds that e < 1. Therefore, it holds that (Qe_de + 6_3%) < 3e~3z. Then as long as ¢ satisfies

3 4 < !
e ——
NC’
that is, e = Q(4/ %), the condition of Theorem 4.1 is satisfied. The proof is completed. O

A.5 Proof of Theorem 6.4
Theorem A.3 (restated). Let the linear model F(x) = Wx + b, L(F(x),y) = >_;,, max(0, Wz — Wyx + 1) be the hinge

N
loss. Assume that the dataset S = {(w;, y;)}/L, is not linearly separable and & >~ L(F(x;),y;) > pu1 for a constant pi1, while
i=1

N
5P = {(x; +€;,y;) YL, is linearly separable under (1, 00)-norm regularization and % > L(F(z; +€;),y;) + | W|l1,00 < 2
=1

1=
1 where C'is the number of classes.

for a constant pg. If (i1 > o, then it holds max | €;|| >
K2

2p2(C—1)’
N N
Proof. Let K = + _ 1L(.7-'(wi +€),Yi) =~ Z:l ; max (0, (W; — Wy, )(x; + €) + 1).
i= i=1j#y;

M=

Then it has |[W]|1,00 < po — K. As & > L(F(x;),y;) > 1, there exists i such that

1

Z max (0, (W; — Wy, )z; +1) > 1.

J#Yi

Therefore, it has
Z [max(O, (WJ - Wyl)(wl + ei) + 1) - maX(O7 (WJ - Wyi)mi + 1)] < K =,
J#Yi
then there exists j such that
K — M1
c—-1"

max(0, (W; — W,,)(x; +€) + 1) —max(0, (W; — W, )z, +1) <



As K — 1 < K — po < ||[W]l1,00 < 0, it holds that

w — K

W= Wye] = B

Therefore, it has

u — K
”Wj - Wy1||1||61||oo > -1
which conclude that
- K [
€illoco Z 2
el 2(p2 — K)(C — 1) = 2us(C — 1)

as (1 > . O

B Experimental setup and details of learning schedules

In Section 4, when Algorithm 1 is used, we set the initial learning rate to be 0.01; and when Algorithm 2 is used, we set the
initial learning rate to be 0.1. The weight decays and momentums are set as the default setting. For Algorithm 2, we do not use
any data augmentations. In Section 5 and Appendix H, we use learning schedule with 200 total epochs with cosine learning rates
annealing.

In Section 6 and Appendix I, vallina AT means that we use PGD-10 as the adversarial perturbation. On evaluation of
unlearnable examples by adversarial training, for CIFAR-10, we use learning schedule with 110 total epochs and learning rate
decays by 0.1 at the 75-th, 90-th and 100-th epoch; and for CIFAR-100, we use learning schedule with 200 total epochs and
learning rate decays by 0.1 at the 80-th, 140-th and 180-th epoch. The initial learning rate is set to be 0.1 for all of three datasets.

In Appendix D, for CIFAR-10, we use the learning schedule with 100 total epochs and learning rate decays by 0.1 at the 75-th
and 90-th epoch; and for CIFAR-100 and TinyImageNet, we use the learning schedule with 200 total epochs and learning rate
decays by 0.1 at the 60-th, 120-th and 160-th epoch. Our initial learning rate is set to 0.1, and when evaluating the highest test
accuracy the poisoned training set could achieve, we would try smaller learning rates 0.01, 0.001 and 0.0001.

Throughout of our experiments, we use SGD as the optimizer with momentum to be 0.9 and weight decay to be 5 x 10~4, and
without special annotations, we use ordinary data augmentations random crop and random horizontal flip for CIFAR-10 and
CIFAR-100; and we use random crop, random horizontal flip, color jitter (Shijie et al. 2017) , and cutout (DeVries and Taylor
2017) for TinyImageNet. We conduct all of our experiments on a single NVIDIA 3090 GPU.

C Poisoned data and noises

In this section, we give several types of poisoned data and its corresponding perturbations for illustrations.

Figure 1: Err-min(S) poisoned CIFAR-10 and its corre- Figure 2: RobustEM poisoned CIFAR-10 and its corre-
sponding perturbations. sponding perturbations.

Figure 3: Region-4 poisoned CIFAR-10 and its corre- Figure 4: Err-min(S) poisoned TinyImageNet and its cor-
sponding perturbations. responding perturbations.



D Abnormal styles of unlearnable examples

To better understand how and why unlearnable examples work, we track their training procedure, finding some anomalous
performance on peak accuracy and learning curves, which reveals abnormal styles of unlearnable examples, that they learn
injected noises rather than original images.

D.1 Peak accuracy of unlearnable examples

We evaluate the unlearnable examples given in Section 3 on several frequently-used networks VGG16 (Simonyan and Zisserman
2014) , ResNet18 (He et al. 2016) , WRN34-10 (Zagoruyko and Komodakis 2016), DenseNet121 (Huang et al. 2017) and ViT
(Dosovitskiy et al. 2020) under different initial learning rates, 0.1, 0.01, 0.001 and 0.0001. The experimental results are given in
Tables 9 and 10.

Based on Tables 9 and 10, we find that for commonly-used initial learning rate 0.1, most poisoned data reach the random
guess level, i.e., about 10% for CIFAR-10 dataset. However, when using smaller learning rates and early-stopping, all of these
methods reach much higher peak accuracy, some methods like Random(C) and AR even reach over 60% peak accuracy, almost
making these unlearnable examples back to be learnable.

Table 9: Victim models test accuracy (%) for poisoned CIFAR-10 under some unlearnable examples. Highest means the highest
recorded test accuracy under four types of learning schedules, with initial learning rate be 0.1, 0.01, 0.001 and 0.0001. Final
means the test accuracy using initial learning rate be 0.1 and the final result after 100 epochs. Detailed learning schedules are
referred in Appendix B.

Victim Model VGGl6 ResNet18 WRN34-10 DenseNet121 ViT
Poison Final Highest Final Highest Final Highest Final Highest Final Highest
Random(C) 1032 6947 11.02 7930 995 81.84 80.63 80.78 55.71 58.10
Region-4 10.69 3548 1390 32.06 1943 34.09 2359 34.15 21.79 30.13

Region-16 10.84 31.29 19.86 35.81 10.12 39.64 2090 44.67 2143 31.00
Err-min(S) 943 4520 10.09 40.80 10.10 35.84 10.05 47.81 1035 56.64
Err-min(C) 10.00 51.24 10.01 49.03 1031 38.04 11.61 4837 2622 63.42

Err-max 821 6240 7.19 6203 839 50.70 39.77 6828 64.15 64.21
NTGA 10.82 46.75 11.23 4501 13.58 44770 36.23 4824 30.66 54.11
AR 1429 6734 17.18 65.70 16.51 66.23 8251 82.65 4597 67.30

RobustEM 2425 4539 2530 41.53 21.56 38.08 2794 4855 19.17 50.08

Table 10: The final and highest test accuracy (%) for victim models when training in poisoned CIFAR-100 and TinyImageNet
under some unlearnable examples.

Dataset Vigtim model . ResNet.l 8 .WRN34.- 10 . ViT .
Poison Final Highest Final Highest Final Highest
Random(C) 53.59 5547 242 39.19  36.17 41.05
Region-4 3.95 13.17 2.83 12.60 8.67 12.92
Region-16 1.06 20.37 1.09 16.44 6.74 15.67
CIFAR-100 Err-min(S) 1.00 34.66 1.02 36.18 16.85  37.07
Err-min(C) 0.75 32.98 1.14 33.05 18.23  37.47
Random(C) 31.74 3523 3799 3818 1439 1699
Region-4 7.54 10.80 5.94 15.10 9.48 12.69
Ti Region-16 7.18 12.72 3.76 25.76 6.71 13.42
inylmageNet

Err-min(S) 1.72 28.18 0.92 2445 2413 2421
Err-min(C) 1.37 23.01 1.07 18.21 9.14 13.15

D.2 Unusual learning curves of poisoned data

In Figures 5, 6, 7 and 8, the learning curves on the normal training set and some poisoned training set for different initial learning
rates are shown. From Figures 6, 7 and 8, we can see that the training accuracy of poisoned dataset quickly goes to 100% for
learning rates 0.01 and 0.001, but the test accuracy does not rise, or rises slightly and then quickly falls back to a very low level.
On the contrary, for the clean training set, the test accuracy grows along with the training accuracy.
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Figure 5: Learning curves of clean CIFAR-10. The victim model is ResNet18. Ir means the initial learning rate. Blue curves and
orange curves means the training and test accuracy respectively.

Furthermore, when the initial learning rate is much smaller, like 0.0001, the peak test accuracy when training on poisoned
dataset is much higher than that of 0.01. However, training on clean dataset with initial learning rate 0.0001 does not converge as
shown in Figure 5(c), which means that this learning rate is not enough for the network to learn the original features. The training
curves of poisoned dataset rise very fast, even for a very small learning rate that clean dataset can not be learned well, they still
achieve 100% training accuracy. In conclusion, the victim models indeed learn something useful under poisoned dataset, but
quickly they are forgotten.
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Figure 6: Learning curves of Err-min(S) poisoned CIFAR-10. Notations are same to Figure 5.



1 1 v 1
0.8 0.8 (v 0.8
0.6 0.6 0.6
0.4 0.4 0.4
0.2W 0.2 ___ 0.2
0 0

o 50 100 0 50 100 0 50 100

Epoch Epoch Epoch
(@ lr=1x 1072 M Ir=1x10"7 (©Ir=1x10""*

Figure 7: Learning curves of Err-min(C) poisoned CIFAR-10. Notations are same to Figure 5.
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Figure 8: Learning curves of Region-16 poisoned CIFAR-10. Notations are same to Figure 5.

D.3 Dominance of noise features on unlearnable examples
In this section, extensive experiments demonstrate that training on unlearnable examples will result in the network to learn the
features of poisons rather than the original images.

Let Dyo = {(x;,y;)} be the test set (or validation set), Dby = {(x; + €(x;),y;)} be the test set poisoned by unlearnable
attacks. We consider 8 more type of test sets (or validation sets):

() D (1) = {(e(i),yi) 1

@) DiP(2) = {(e(@i) +0.5e, ) };

(3) DI(3) = {(e(:) — 0.5€, i)}

(4) Dy (4) = {(e(x;) + x;,y;)}, x; is a randomly selected sample with label different from a;;

(5) DiY(5) = {(e(x;) + x;,y;)}, x; is a randomly selected sample with label different from x;;

(6) DE(6) = {(e(x;) + 32/2556(—1,1)e, y;)}, 6(—1,1) = +1 with probability 0.5 respectively.
(7) DE2(7) = {(e(x;) + U(—32/255,32/255)e, y;)}, U is uniform distribution.

We use ResNet18 as the victim model to conduct the noise learnability test. Results are shown on Table 11. D}?(2) and
D?P?(3) represent the noise learnability under a large bias-shifting noise. D}, (4) and D}, (5) represent adding a poison on a
clean data or adding a clean data on a poison, with different labels. DY, (6) and DY (7) represent adding a large magnitude of
the random perturbations.



Table 11: Noise learnability (%) of some poison methods for CIFAR-10.

Poison Dy, Dby Dio(1) Dio(2) Di(3) Di(4) Dio(5) DR(6) DR(7)
Random(C) 10.46 100.0 100.0 100.0 100.0 100.0 0.00 17.96 32.17
Region-4 17.21 99.97 100.0 100.0 100.0 99.87 0.01 75.58 97.74
Region-16  15.27 100.0 99.99 100.0 100.0 99.94 0.02 78.78 98.25
Err-min(S) 10.00 99.99 99.98 100.0 100.0 9991 0.00 84.84 89.38
Err-min(C) 9.60 100.0 100.0 100.0 100.0 100.0 0.00 99.20 99.98
NTGA 10.10 99.98 99.98 100.0 100.0 99.80 0.06 11.10 15.24
AR 13.63 99.98 100.0 100.0 100.0 99.53 0.18 10.14 12.65

The results demonstrate that all of the unlearnble examples have powerful competence of learning the deliberately injected
poisons, even for large bias-shifting noise like D}’ (2) and D}, (3), and adding images with different labels like DY, (4).

For D}? (5), the sample €(x;) + x; should correlate to label y;. However, the poison €(;) is so strong to break the relationship
between x; and y;. It is worth noting that comparing to D}’ (4), the network always predicts labels y; to €(x;) + @; but not y;,
which means that it focuses on the noise feature e(x;) rather than the original one x;.

Datasets D, (6) and D}, (7) are provided to show that some injected poisons are very strong and robust like Region-% and
Err-min(S,C) poisons. For D7 (6) and DY (7), the perturbation budget (32/255) is four times of the poison injection budget
(8/255), but these poisons are still learnable as shown by the results in Table 11. This further reveals that the injected noises have
strong correlation with labels, which are very hard to be destroyed.

E Time of experiments

Table 12: Poison generation time for CIFAR-10, with a single NVIDIA 3090 GPU.

Poison Attack Time

Random(C) ~3s
Region-4 ~30s
Region-16 ~30s
Error-min(S) ~ 90 min
Error-min(C) &~ 15 min
NTGA ~ 10h
RobustEM ~50h

From Table 12, we can see that the poison generation time of class-wise poisons are much smaller than that of sample-wise
poisons, which is rational since the numbers of classes are much smaller than those of samples.

Table 13: Time of unlearnable examples defense for CIFAR-10 and CIFAR-100, with a single NVIDIA 3090 GPU. AN+SDA
means using stronger data augmentations with adversarial noises generated by two-layer NN, AT means vallina adversarial
training.

Defense method AN+SDA AT

CIFAR-10 Time ~ 80 min ~ 270 min
CIFAR-100 Time ~ 80 min ~ 480 min

F The similarity of sample-wise poisons for the same label

As shown in Table 9, even for the Random(C) unlearnable example, the victim models can be surprisingly fooled under usual
learning schedules. The effective unlearnable examples Region-%£ and Err-min(C) poisons are also class-wise-based. These
facts reveal the great power for class-wise noise to induce unlearnability, because victim models are deceived to learn the
different noises as features for classification rather than the image features themselves. Therefore, it is reasonable to guess that
sample-wise unlearnable examples generate similar noises for samples within the same class, which behave like class-wise
unlearnable examples. In this section, we will analyze the similarity of sample-wise poisons for samples within the same class
using two measurements.

Cosine similarity of poisons between intra-classes and inter-classes. The cosine similarity between two poisons €(x;) and

€(x;) is cossim(e(x;), €(x;)) = m, where (-, -) is the inner product. We use the Monte Carlo method to randomly



sample 10000 images from two datasets and take the average of them as the approximation of cosine similarity between the two
sets. Results are shown in Table 14.

Table 14: Cosine similarity of noise under sample-wise unlearnable examples. Intra-class means for samples within the same
class. Inter-class means for samples from different classes.

Poisons Intra-classes Inter-classes
Random noise 0.0000 -0.0003
Err-min(S) 0.1232 0.0024
Err-max 0.0253 0.0036
NTGA 0.7757 0.2317
AR 0.0012 -0.0001

Commutative KL divergence of poisons between intra-class and inter-class. We assume that training samples obey the
multivariate Gaussian distribution for simplicity, because the KL divergence between two Gaussian distributions has close form
solutions. We estimate the mean and covariance of multivariate Gaussian distributions with existing poisons. For intra-classes,
we randomly spilt poisons in the same class into two parts with the same amounts, then estimate their means and covariances
respectively to obtain two multivariate Gaussian distributions and their KL divergences. Since KL divergence is non-commutative,
we use commutative KL divergence defined as CKL(A, B) = £ (KL(A, B) + KL(B, A)). Results are shown in Table 15.

Table 15: Commutative KL divergence of poisons under sample-wise unlearnable examples. Intra-class means for samples within
the same class. Inter-class means for samples from different classes.

Poisoned Data  Intra-classes Inter-classes

Random noise 0.0001 0.0002
Err-min(S) 0.0000 0.9961
Err-max 0.0004 0.0314
NTGA 0.0000 1.7677
AR 0.0002 0.0353

As shown by Tables 14 and 15, although sample-wise poisons have different injected poisons for each sample, the similarity
for samples from within the same class are significantly larger than those from different classes, which reveals sample-wise
poisons implicitly contain properties of class-wise injected poisons.

G More experiments on detection of unlearnable examples

In this section, we give more experimental results for Algorithms 1 and 2 to show their power for detection with more unlearnable
examples, including some indiscriminate attacks violating the restriction of unlearnable examples on poison power, such as
CUDA (Sadasivan, Soltanolkotabi, and Feizi 2023) and OPS (Wu et al. 2022).

G.1 Algorithm 1: Simple Networks Detection

We use a linear model or a two-layer NN to evaluate the training accuracy on clean dataset and various unlearnably poisoned
dataset. For two-layer NN we set the width of hidden layer be same as the dimension of the input.

G.2 Algorithm 2: Bias-shifting Noise Test

As mentioned in Section 7, most of the poisoned dataset could be detected by the linear model and bias-shifting noise test with
€, = 0.5e, and all of them could be detected by two-layer NN and bias-shifting noise test with €, = —0.5e. The experimental
results in this section further supported this statement. The datasets recognized as a clean dataset by detection algorithms if they
are marked in italic. The detection bound B is 0.7.

Choices of bias-shifting noises. We evaluate more choices of bias-shifting noises within [—0.9,0.9] (-1 and 1 are meaningless
as they would result in a complete degradation of the image to 0 and 1), The results are provided in the following table.

H More experiments on stronger data augmentations defense

Defense power under different strengths of data augmentations. We also evaluate defense power of stronger data augmen-
tations of different strengths without using predetermined adversarial-trained noises on Table 18. Results in Table 18 also show
that only pure data augmentation method can also achieve comparable defense power to adversarial training.



Table 16: The detection accuracy (%) for poisoned CIFAR-10. For Err-min(S, C), we use VGG16 and ResNet18 respectively as
the source model to generate poisons.

Simple Networks Detection Bias-shifting Noise Test

Poison Methods Linear model Two-layer NN ¢, = —0.5 e, = 0.5
Clean CIFAR-10 46.53 57.33 49.08 42.12
Random(C) 100.0 99.13 100.0 99.84
Region-4 97.15 99.82 98.74 99.84
Region-16 99.87 99.98 99.98 99.64
Region-64 100.0 100.0 100.0 99.64
Err-min(VGG16,S) 89.43 98.83 98.56 96.26
Err-min(ResNet18,S) 99.99 99.77 97.85 100.0
Err-min(VGG16,C) 100.0 100.0 99.33 99.90
Err-min(ResNet18,C) 100.0 99.66 100.0 100.0
Err-max 80.48 98.52 99.96 99.20
NTGA 97.39 99.13 90.82 95.26
AR 46.96 96.75 90.96 99.98
RobustEM 78.49 99.41 99.10 99.40
Hypocritical 77.48 99.66 98.10 94.06
Adv Inducing 53.37 98.94 86.25 75.48
CP 47.49 56.87 81.31 78.28
TUE 100.0 78.85 99.92 99.37
CUDA 97.89 80.40 13.62 25.08
OPS 99.94 99.78 98.66 85.13

Table 17: Detection accuracy of different magnitude of bias-shifting noises under Err-min(S) unlearnable examples compared
with the clean CIFAR-10.

Noise -09 -08 -07 -06 -05 -04 -03 -02 -01 00 01 02 03 04 05 06 07 08 09

Clean 16.97 25.58 26.49 41.53 49.08 60.73 67.86 80.84 77.57 78.72 78.22 75.69 71.70 60.45 42.12 34.43 25.97 25.11 15.40
Poisoned 95.65 92.65 96.83 97.95 97.85 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 99.98 97.76 96.78 88.30

Follow the setting of (Luo, Wang, and Wang 2023), we quantify the power of data augmentation with strength s € [0, 1].
When s = 0, the augmentation degrades to the data augmentations with random resized crop and random horizontal flip. When
s = 1, the augmentation equals to the common contrastive learning setting with random resized crop, random horizontal flip,
color jitter and random gray-scale.

Table 18: Test accuracy (%) under different data augmentation strengths for poisoned CIFAR-10 without using adversarial-trained
noises.

Strength 1.0 0.8 0.6 0.4 0.2

Region-16 77.20 7430 69.68 59.53 46.95
Err-min(S) 75.62 7322 72.63 66.77 44.69
RobustEM  79.21 80.55 78.44 72.19 63.72

Defense power on CIFAR-100. We evaluate our defense Algorithm 3 on three typical kinds of unlearnable examples on
CIFAR-100. Compared to adversarial training, results show that our defense method outperforms all of the three kinds of
unlearnable examples, and even only use stronger data augmentations, the test accuracy are comparable to adversarial training.
The experimental results further support our claim in Section 5, that destroying the detectability rather than achieving robustness
can help people defend against unlearnable examples.

Suboptimality on Err-max poison. In order to gain insights into the reasons behind the suboptimal performance of our
defense method when applied to Err-max, we have undertaken several simple ablation studies on them. In addition to examining
the effects of adversarial noise (AN), we have also explored the utilization of anti-adversarial noise (Anti-AN) applied to a
two-layer neural network. This involves identifying the loss function’s minimum point through a PGD attack. Furthermore, we



Table 19: Test accuracy (%) of stronger data augmentations with adversarial noises for poisoned CIFAR-100.

Method/Poison Region-16  Err-min(S) RobustEM
AT-based methods 53.08 52.23 49.85
Adversarial noises (AN) 24.83 5.26 7.12
Stronger data augmentation (SDA) 44.60 49.82 50.61
AN+SDA 72.86 71.56 49.40

have taken into account general data augmentation (DA), encompassing random cropping and random horizontal flipping. The
results are shown in Table 20.

Table 20: Defense performance of different data augmentations and adversarial noises.

Defense Method DA AN+DA AntiAN+DA SDA AN+SDA AntiAN+SDA
Performance 14.23 28.74 63.99 56.96 61.19 74.36

The obtained results underscore a noteworthy observation — the efficacy of adversarial noise (AN) as a defense mechanism
for Err-max poisons is rather limited. AN displays only a marginal improvement over employing no denoising procedure at all
and falls short when compared to the application of anti-adversarial noise (AntiAN) as a denoising technique. This outcome
could potentially be attributed to the nature of Err-max poisons, which employ adversarial noises in their unlearnable attacks.
Consequently, attempting similar adversarial noise application on simple networks might yield suboptimal results in terms of
denoising the perturbation. While AntiAN endeavors to mitigate Err-max perturbations, it remains incapable of eliminating their
detectability as shown in Table 21, resulting in a performance lag of approximately 10% compared to the state-of-the-art defense
method.

Table 21: Detection performance on Err-max poisons with different adversarial noises.

Detection Method 2-NN  Bias-0.5

Err-max 80.48 98.52
Err-max+AN 32.53 37.81
Err-max+AntiAN  90.40 97.33

Therefore, as shown in Table 5, AT-based methods are still the most effective defense methods for Err-max poisons, we may
leave the more powerful defense on Err-max as the future works.

I More discussions and experiments on defense by adversarial training
I.1 More theorems and discussions on criteria between poison budget and defense budget

As shown in Section D.3, unlearnable examples tend to learn the injected poisons rather than original features of image. As
noises are imperceptible and bounded by a small budget, it is reasonable for people to believe that adversarial training will bring
effective defense because they force the model to perform well on all of the perturbed training data within a small perturbation
budget. Theoretically, the following theorem indicates that adversarial training is minimizing an upper bound of population loss
of the poisoned dataset under Wasserstein distance.

Theorem 1.1 ((Tao et al. 2021)). Let D be a data distribution, DP° be the poisoned dataset of D under |, norm Wasserstein
distance, that is, DP° € By __ (D, €). Then for a classifier F, it holds that Ruaural (F, D) < Riobust(F, DP?), where Roaral and
Riobust denote the natural risk and robust risk (with robust radius €), respectively.

Similarity between victim model and linear model. To further show the high linearity of the victim model under unlearnable
examples, we conducted a simple experiment presented in Remark 1.2, which indicates that if B,,(.5, €) is linearly separable,
adversarial trained networks will perform similarly to a linear model. Therefore, since normal datasets are not linear separable
according to Remark 4.5, the victim model will achieve poor test accuracy even under adversarial training regimes.

Remark 1.2. We evaluate the linearity of the network trained by Err-min(C) poisoned and clean CIFAR-10, using mean square
loss to evaluate the logit of mixup data F(Ax; + (1 — X)z;) and the mixup logit AF (x;) + (1 — A\)F (). Results of the victim
model and standard model are 0.0002 and 0.0189, respectively, which shows much higher linearity of the model trained by the
poisoned dataset than the clean one.



.2 More experimental observations on poison budget and defense budget
In Table 22, we give the test accuracy under adversarial training regimes with different budgets trained on poisoned dataset to
further support Section 7.3.

Table 22: Test accuracy (%) for using adversarial training budgets i/255,7 = 0, ..., 16 to defend unlearnable examples with
poison budget ¢ = 8/255. We do not use any data augmentation here for better verification of our theorems.

Attack  Poison 0 1/255 2/255 3/255 4/255 6/255 8/255 12/255 16/255
Region-16 19.86 24.32 29.57 50.09 72.13 77.03 72.65 67.61 62.78

S PGD-10 Err-min(S) 10.09 10.01 10.13 18.64 69.92 76.53 72.13 6723 61.70
> RobustEM 2530 24.92 2850 33.74 46.01 76.69 7219 63.16 53.34
é Region-16 19.86 18.97 23.09 31.77 43.80 58.67 75.80 7294 64.13
O FGSM  Err-min(S) 10.09 10.00 10.00 10.01 10.57 23.70 70.78 71.04 63.29

RobustEM 25.30 27.52 26.37 2695 32.14 47.16 65.07 7283 61.18
- Region-16 1.06 2.16 9.62 23.79 4235 43.57 38.74 33.88 30.37
S PGD-10 Err-min(S) 1.00 298 6.61 17.87 47.10 4423 40.30 3438 28.86
o~ RobustEM  7.74 9.37 1037 12.58 1995 4231 3542 2470 18.21
ﬁ Region-16 1.00 1.36 578 2.88 2535 43.63 40.71 2595 37.32
g FGSM  Err-min(S) 1.00 3.50 7.72 18.05 46.49 4437 4144 35.64 25.06

RobustEM 7.14 9.08 10.21 10.98 1532 31.02 38.62 2932 25.57

Table 22 demonstrates that unlearnable poisons can be defended by adversarial training with FGSM as inner-maximization
method, achieving comparable test accuracy with PGD-10. This implies that victim models do not require stronger adversarial
attacks to defend unlearnable examples. All we need is to destroy the injected linear features, and a smaller number of steps of
adversarial perturbation can achieve this goal.

I.3 Defense under different adversarial training methods

Adversarial training is designed to defend adversarial examples (Goodfellow, Shlens, and Szegedy 2014; Miao et al. 2022)
originally, but we find that AT can defend unlearnable examples as well. Various adversarial defense methods could also defend
unlearnable examples, as indicated by Theorem I.1. Experiments on various adversarial defense methods are shown in Table
23. From Table 23, all of the defenses achieve quite high test accuracy on poisoned dataset. It is worth noting that Adversarial
Weight Perturbation (AWP) (Wu, Xia, and Wang 2020) achieves the best defense power.

Table 23: Test accuracy (%) for several adversarial defense methods for poisoned CIFAR-10 under adversarial defense budget
e = 8/255.

Adversarial Defense RobustEM  Region-16 Err-min(S) NTGA AR

Vallina AT (Madry et al. 2018) 80.73 83.25 84.00 83.76  84.11
FGSM-AT (Wong, Rice, and Kolter 2019) 78.92 81.25 80.36 81.38  78.58
TRADES (Zhang et al. 2019) 79.25 83.10 82.89 79.32 82.27
MART (Wang et al. 2019) 80.95 81.21 80.56 82.08 81.72
AWP (Wu, Xia, and Wang 2020) 81.06 85.78 83.12 84.19 85.25

We give some intuitive explanations below. When training a network on poisoned data DP°, if the random seed, initialization
and training process are determined, the parameters of network after training by algorithm A4 is determined as well, denoted as
A(DP°). Adversarial training on DP° could make the network perform well on a neighbourhood of each sample in DP°, which
includes many samples in clean dataset D, if the adversarial budget is not less than poison budget. Therefore, a good defense
algorithm A will lead to a small population loss Eg ) L(F.4(pre)(T), ).

On the other hand, for an effective defense method, the poison method should not be restricted and thus DP° may change.
Therefore, the network parameters A(DP°) may also change when different poisoned dataset DP° are used, giving rise to the
inspiration that a small population loss should be achieved under the weight perturbations regime (Liu et al. 2017; Yu, Wang, and
Gao 2023). We believe that if a network is more robust on weight perturbations, the defense power for unlearnable data poisoning
attacks is stronger. More effective defense methods under weight perturbation regimes and potential theoretical analyses will be
left as future works.



J Boarder impact statement

In this paper, we propose effective methods for detecting and defending against unlearnable examples, which are designed to
preserve privacy. Although unlearnable examples have not been widely deployed in real-world applications, our work may cause
potential users to reconsider their use as a privacy preservation device. As a privacy protection method, unlearnable examples
must undergo extensive detection and defense verification before being deployed in applications.



