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We give a necessary and sufficient condition for an algebraic ODE to have a rational type general solution. For a first order autonomous ODE \( F = 0 \), we give an exact degree bound for its rational solutions, based on the connection between rational solutions of \( F = 0 \) and rational parameterizations of the plane algebraic curve defined by \( F = 0 \).

For a first order autonomous ODE, we further give a polynomial time algorithm to compute a rational general solution if it exists based on the computation of Laurent series solutions and Padé approximants. Experimental results show that the algorithm is quite efficient.
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1. Introduction

In the pioneering papers (Risch, 1969; Risch, 1970), Risch described a method to find the elementary integral of \( \int u \, dx \) where \( u \) is an elementary function. In (Kovacic, 1986), Kovacic presented an effective method to find Liouvillian solutions for second order linear homogeneous differential equations and Riccati equations. In (Singer, 1981), Singer established the general framework for finding Liouvillian solutions for general linear homogeneous ODEs. Many other interesting results on finding Liouvillian solutions of linear ODEs were reported in (Abramov and Kvashenko, 1991; Bronstein and Laflaile, 2002; Cormier, 2001; Ulmer and Calmet, 1990; van Hoeij et al., 1999; Van der Put and Singer, 2003). In (Li and Schwarz, 2001), Li and Schwarz gave the first method to find rational solutions for a class of partial differential equations.

Most of these results are limited to the linear case or some special type nonlinear equations. There seems exist no general methods to find closed form solutions for nonlinear differential equations. With respect to the particular ODEs of the form \( y' = R(x, y) \) where \( R(x, y) \) is a rational function, Darboux and Poincaré made important contributions (Poincaré, 1897). More recently, Cerveau, Neto and Carnicer also made important progresses (Cerveau and Lins Neto, 1991; Carnicer, 1994). In particular, Carnicer gave the degree bound of algebraic solutions in the nondicritical case. In (Cano, 2003), Cano proposed an algorithm to find their polynomial solutions. In (Singer, 1992), Singer studied the Liouvillian first integrals of differential equations. In (Bronstein, 1992), Bronstein
gave an effective method to compute rational solutions of the Riccati equations. For a general first order differential equation, Eremenko proved that there exists a degree bound of rational solutions in (Eremenko, 1998), but the proof is not constructive. In (Hubert, 1996), Hubert gave a method to compute a basis of the general solutions of first order ODEs and applied it to study the local behavior of the solutions.

In this paper, we try to find rational type general solutions to algebraic ODEs. For example, the general solution for \( \frac{dy}{dx} + y^2 = 0 \) is \( y = \frac{1}{c - x} \), where \( c \) is an arbitrary constant. The motivation of finding the rational general solutions to algebraic ODEs is as follows. Converting between implicit representation and parametric representation of (differential) varieties is one of the basic topics in (differential) algebraic geometry. In the differential case, implicitization algorithms were given in (Gao, 2003). As far as we know, there exist no general results on parametrization of differential varieties. The results in this paper could be considered as a first step to the rational parametrization problem for differential varieties.

Three main results are given in this paper. In Section 2, for non-negative integers \( n \) and \( m \), we define a differential polynomial \( D_{n,m} \) in variable \( y \) such that the solutions of the ODE \( D_{n,m} = 0 \) are rational solutions whose numerator and denominator are of degrees less than \( n \) and \( m \) respectively. Based on this, we give a sufficient and necessary condition for an algebraic ODE to have a rational general solution.

By treating the variable and its derivative as independent variables, a first order autonomous (constant coefficients) ODE defines an algebraic plane curve. In Section 3, we show that a nontrivial rational solution of a first order autonomous ODE and its derivative provides a proper parametrization of its corresponding algebraic curve. From this result, we may obtain an exact degree bound for its rational solutions. In Section 4, we give a detailed analysis of the structural properties of a first order autonomous ODE with a rational solution. These properties give necessary conditions for a first order autonomous ODE to have rational solutions. We also present a polynomial-time algorithm to compute the first \( 2n + 1 \) terms of a Laurent series solution to a first order autonomous ODE in certain case. These results and Padé approximants are finally used to give a polynomial time algorithm to find a rational general solution for a first order autonomous ODE.

For the first order autonomous ODE, finding the solutions is equivalent to finding the integration of algebraic function, because \( F\left(\frac{dy}{dx}, y\right) = 0 \) implying that there exists a \( G(z_1, z_2) \) such that \( G\left(\frac{dx}{dy}, y\right) = 0 \). In (Davenport, 1981; Trager, 1984), Davenport and Trager gave an algorithm to find the integration of algebraic functions. In (Bronstein, 1990), Bronstein generalized Trager’s algorithm to elementary functions. Their algorithms can compute elementary integration but the complexity in the worst-case is exponential. Here, our algorithm is equivalent to an algorithm for finding a special algebraic integration for algebraic functions and the complexity is polynomial.

The algorithm is implemented in Maple and experimental results show that the algorithm is very efficient. For two hundred randomly generated first order autonomous ODEs, the algorithm can immediately (without computation) decide that the ODEs do not have rational general solutions using the necessary conditions presented in Section 4. For large first order autonomous ODEs with rational general solutions, the algorithm can find their rational solutions efficiently.

This paper is an essential improvements of our ISSAC’04 paper (Feng and Gao, 2004). The main improvement is in Section 4, where we present a polynomial time algorithm
to find rational general solutions to first order autonomous ODEs by proving structural properties of the ODEs and a new algorithm to compute the Laurent series solutions. While, the algorithm in (Feng and Gao, 2004) is exponential. Experimentally, the average running time of our new algorithm for the same set of ODEs with rational solutions is about thirty times faster and the new algorithm can solve much larger problems. Due to the structural properties, the new algorithm gives immediate negative answer to almost all randomly generated ODEs. Another advantage of the new algorithm is that we do not need to work over the fields of algebraic numbers. In Sections 2 and 3, Lemmas 2.9 and 3.2, Theorems 2.5, 2.10 and 3.8 are also new results.

2. Rational general solutions of algebraic ODEs

2.1. Definition of rational general solutions

In the following, let $K = \mathbb{Q}(x)$ be the differential field of rational functions in $x$ with differential operator $\frac{d}{dx}$ and $y$ an indeterminate over $K$. Let $\bar{\mathbb{Q}}$ be the algebraic closure of the rational number field $\mathbb{Q}$. We denote by $y_i$ the $i$-th derivative of $y$. We use $K\{y\}$ to denote the ring of differential polynomials over the differential field $K$, which consists of the polynomials in the $y_i$ with coefficients in $K$. All differential polynomials in this paper are in $K\{y\}$. Let $\Sigma$ be a system of differential polynomials in $K\{y\}$. A zero of $\Sigma$ is an element in a universal extension field of $K$, which vanishes every differential polynomial in $\Sigma$ (Ritt, 1950). In this paper, we also assume that the universal extension field of $K$ contains an infinite number of arbitrary constants. The totality of the zeros in $K$ is denoted by Zero($\Sigma$).

Let $P \in K\{y\}/K$. We denote by $\text{ord}(P)$ the highest derivative of $y$ in $P$, called the order of $P$. Let $o = \text{ord}(P) > 0$. We may write $P$ as follows

$$P = a_d y_o^d + a_{d-1} y_o^{d-1} + \ldots + a_0$$

where $a_i$ are polynomials in $y, y_1, \ldots, y_{o-1}$ and $a_d \neq 0$. $a_d$ is called the initial of $P$ and $S = \frac{\partial P}{\partial y_o}$ is called the separant of $P$. The $k$-th derivative of $P$ is denoted by $P^{(k)}$. Let $S$ be the separant of $P$, $o = \text{ord}(P)$ and an integer $k > 0$. Then we have

$$P^{(k)} = Sy_{o+k} - R_k$$

(2.1)

where $R_k$ is of lower order than $o + k$.

Let $P$ be a differential polynomial of order $o$. A differential polynomial $Q$ is said to be reduced with respect to $P$ if $\text{ord}(Q) < o$ or $\text{ord}(Q) = o$ and $\deg(Q, y_o) < \deg(P, y_o)$. For two differential polynomials $P$ and $Q$, let $R = \text{prem}(P; Q)$ be the differential pseudo-remainder of $P$ with respect to $Q$. We have the following differential remainder formula for $R$ (Kolchin, 1973; Ritt, 1950)

$$JP = \sum_i B_i Q^{(i)} + R$$

where $J$ is a product of certain powers of the initial and separant of $Q$ and $B_i, R$ are differential polynomials. Moreover, $R$ is reduced with respect to $Q$. For a differential polynomial $P$ with order $o$, we say that $P$ is irreducible if $P$ is irreducible when $P$ is treated as a polynomial in $K[y, y_1, \ldots, y_o]$. In this paper, when we say a differential polynomial irreducible, we always mean that it is irreducible over $Q(x)[y, y_1, \ldots, y_o]$. 
Let $P \in K\{y\}/K$ be an irreducible differential polynomial and

$$\Sigma_P = \{ A \in K\{y\} | SA \equiv 0 \mod \{P\} \}.$$  

(2.2)

where $\{P\}$ is the perfect differential ideal generated by $P$ (Kolchin, 1973; Ritt, 1950). Ritt proved that (Ritt, 1950)

**Lemma 2.1.** $\Sigma_P$ is a prime differential ideal and a differential polynomial $Q$ belongs to $\Sigma_P$ iff $\text{prem}(Q, P) = 0$.

Let $\Sigma$ be a non-trivial prime ideal in $K\{y\}$. A zero $\eta$ of $\Sigma$ is called a generic zero of $\Sigma$ if for any differential polynomial $P$, $P(\eta) = 0$ implies that $P \in \Sigma$. It is well known that an ideal $\Sigma$ is prime iff it has a generic zero (Ritt, 1950).

When we say a constant, we mean it is in the constant field of the universal extension field of $K$. The following definition of general solution is due to Ritt.

**Definition 2.2.** Let $F \in K\{y\}/K$ be an irreducible differential polynomial. A general solution of $F = 0$ is defined as a generic zero of $\Sigma_F$. A rational general solution of $F = 0$ is defined as a general solution of the form

$$\hat{y} = \frac{a_n x^n + a_{n-1} x^{n-1} + \ldots + a_0}{x^m + b_{m-1} x^{m-1} + \ldots + b_0}$$

(2.3)

where $a_i, b_j$ are constants. When $m = 0$, $\hat{y}$ is called a polynomial general solution of $F = 0$.

**Notation 2.3.** $\deg_x(\hat{y}) := \max\{n, m\}$ where $\hat{y}$ is as in (2.3) and $a_n \neq 0$.

As a consequence of Lemma 2.1, we have

**Lemma 2.4.** Let $F \in K\{y\}/K$ be an irreducible differential polynomial with a generic solution $\eta$. Then for a differential polynomial $P$ we have $P(\eta) = 0$ iff $\text{prem}(Q, P) = 0$.

A general solution of $F = 0$ is usually defined as a family of solutions with $o$ independent parameters in a loose sense where $o = \text{ord}(F)$. The definition given by Ritt is more precise. Theorem 6 in section 12, chapter 2 in (Kolchin, 1973) tells us that Ritt’s definition of general solution is equivalent to the definition in the classical literature.

The universal constant extension of $Q$ is obtained by first adding an infinite number of arbitrary constants to $Q$ and then taking the algebraic closure.

### 2.2. A Criterion for existence of rational general solutions

For non-negative integers $n$ and $m$, let $D_{n,m}$ be the following differential polynomial in $y$:

\[
\begin{pmatrix}
\binom{n+1}{0} y_{n+1} & \binom{n+1}{1} y_{n} & \ldots & \binom{n+1}{m} y_{n+1-m} \\
\binom{n}{0} y_{n+2} & \binom{n}{1} y_{n+1} & \ldots & \binom{n}{m} y_{n+2-m} \\
& \vdots & \ddots & \vdots \\
\binom{n+m+1}{0} y_{n+m+1} & \binom{n+m+1}{1} y_{n+m} & \ldots & \binom{n+m+1}{m} y_{n+1} \\
\end{pmatrix}
\]
The solutions of Lemma 2.6. where $c$ is a polynomial including a term $n,m$. Because $y_{n+1}$ is a polynomial of degree $m + 1$ and includes a term $y_{n+1}^m$, we need only to prove the result in the case $y_{n+2} = y_{n+3} = \cdots = y_{n+m} = 0$. We will use $\bar{y}$ to denote the polynomial obtained by replacing $y_i(n + 1 < i < n + 1 + m)$ with 0 in $D_{n,m}$. By the computation process, we have $D_{n,m} = y_{n+1} + (-1)^m y_{n+1+m} D$ where $D$ is a polynomial including a term $n,m$ and with total degree not greater than $m$. Because $y_{n+1+m}$ is linear in $D_{n,m}$, by Eisenstein’s Criterion (Van der Waerden, 1970), $D_{n,m}$ is irreducible. □

Note that when $m = 0$, $D_{n,0} = y_{n+1}$, whose solutions are $c_n x^n + c_{n-1} x^{n-1} + \cdots + c_0$ where $c_i$ are constants. In the general case, we have

**Lemma 2.6.** The solutions of $D_{n,m} = 0$ have the following form:

$$\hat{y} = \frac{a_n x^n + a_{n-1} x^{n-1} + \cdots + a_0}{b_n x^m + b_{m-1} x^{m-1} + \cdots + b_0}$$

where $a_i, b_j$ are constants.

**Proof.** Let

$$B = \begin{pmatrix} x^m & x^{m-1} & \cdots & 1 \\ m x^m & (m-1) x^{m-1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ m! x & (m-1)! & \cdots & 0 \\ m! & 0 & \cdots & 0 \end{pmatrix}$$

Then we have

$$D_{n,m} * |B| = \begin{vmatrix} (x^m y)^{(n)} & (x^m y)^{(n-1)} & \cdots & y^{(n)} \\ (x^m y)^{(n+1)} & (x^m y)^{(n)} & \cdots & y^{(n+1)} \\ (x^m y)^{(n+2)} & (x^m y)^{(n+1)} & \cdots & y^{(n+2)} \\ \vdots & \vdots & \ddots & \vdots \\ (x^m y)^{(2n)} & (x^m y)^{(2n-1)} & \cdots & y^{(2n)} \end{vmatrix}$$

which is a Wronskian determinant for $(x^m y)^{(n)}$, $(x^m y)^{(n+1)}$, $y^{(n+1)}$ (Ritt, 1950). Hence we have $D_{n,m}(\hat{y}) * |B| = 0$ if and only if there exist constants $b_n, b_{n-1}, \cdots, b_0$, not all of them equal to 0, such that

$$b_n (x^m \hat{y})^{(n)} + b_{n-1} (x^m \hat{y})^{(n)} + \cdots + b_0 = 0.$$ 

Since $|B| \neq 0$, $D_{n,m}(\hat{y}) * |B| = 0 \iff D_{n,m}(\hat{y}) = 0$. As a consequence,

$$D_{n,m}(\hat{y}) = 0 \iff ((b_n x^n + b_{n-1} x^{n-1} + \cdots + b_0)\hat{y})^{(n+1)} = 0 \iff \hat{y} = \frac{a_n x^n + \cdots + a_0}{b_n x^m + \cdots + b_0}$$

where $a_i$ are constants. □

By Lemma 2.6, we can prove the following theorem easily.
Theorem 2.7. Let $F$ be an irreducible differential polynomial. Then the differential equation $F = 0$ has a rational general solution $\hat{y}$ iff there exist non-negative integers $n$ and $m$ such that $\text{prem}(D_{n,m}, F) = 0$.

Proof. ($\Rightarrow$) Let $\hat{y} = \frac{P(x)}{Q(x)}$ be a rational general solution of $F = 0$. Let $n \geq \text{deg}(P(x))$ and $m \geq \text{deg}(Q(x))$. Then from Lemmas 2.4 and 2.6

$$D_{n,m}(\hat{y}) = 0 \Rightarrow D_{n,m} \in \Sigma_F \Rightarrow \text{prem}(D_{n,m}, F) = 0.$$  

($\Leftarrow$) By Lemma 2.1, $\text{prem}(D_{n,m}, F) = 0$ implies that $D_{n,m} \in \Sigma_F$. Assume that $m$ is the least integer such that $D_{n,m} \in \Sigma_F$. Then all the zeros of $\Sigma_F$ must have the form

$$\hat{y} = \frac{a_n x^n + a_{n-1} x^{n-1} + \ldots + a_0}{b_m x^m + b_{m-1} x^{m-1} + \ldots + b_0}.$$  

In particular, the generic zero of $\Sigma_F$ has the following form

$$\hat{y} = \frac{a_n x^n + a_{n-1} x^{n-1} + \ldots + a_0}{b_m x^m + b_{m-1} x^{m-1} + \ldots + b_0}.$$  

Moreover, $b_n \neq 0$. Otherwise, we would have $D_{n,m-1}(\hat{y}) = 0$ which implies that $D_{n,m-1} \in \Sigma_F$, a contradiction. So the generic zero has the form (2.3). $\square$

In the above theorem, let $m = 0$. Then we have the following corollary:

Corollary 2.8. Let $F$ be an irreducible differential polynomial. Then the differential equation $F = 0$ has a polynomial general solution $\hat{y}$ iff there exists a non-negative integer $n$ such that $\text{prem}(y_n, F) = 0$.

Given a differential equation $F = 0$, if we know the degree bound $N$ of the rational general solution of it, then we can decide whether it has a rational general solution or not by computing $\text{prem}(D_{n,m}, F)$ for $n, m = 1, \ldots, N$. However, for higher order ODEs or ODEs with variate coefficients, we do not know this degree bound. In the following, we will show that a special case can be solved elegantly. In the Section 3, for the first order autonomous ODEs, we will give an exact degree bound for its rational solutions.

Lemma 2.9. Let $y = a_n x^n + a_{n-1} x^{n-1} + \ldots + a_0$ where $a_i$ are arbitrary constants. Let $y_i$ be the $i$-th derivative of $y$ with respect to $x$ and $y_0 = y$. Then for $i = 0, \ldots, n$, we have

$$a_i = (-1)^{n-i} \frac{x^{n-i+1}}{i!(n-i)!} \left(\frac{y_i}{x}\right)^{n-i}.$$  

Proof. We note that $\left(\frac{y}{x}\right)^{(n-i)} = \left(\frac{\partial^n y}{x^n}\right)^{(n-i)}$. Then by the computation directly, we can prove the lemma. $\square$

Theorem 2.10. Let $F$ be an irreducible differential polynomial and $n = \text{ord}(F)$. Then $F = 0$ has a polynomial general solution with degree $n$ iff $F$ can be rewritten as the following form:

$$F = p(x) \left(\sum c_{i_0, i_1, \ldots, i_n} P_0^{i_0} P_1^{i_1} \cdots P_n^{i_n}\right)$$  

where $p(x) \in K$, $P_i = (-1)^{n-i} \frac{x^{n-i+1}}{i!(n-i)!} \left(\frac{y}{x}\right)^{(n-i)}$ and $c_{i_0, i_1, \ldots, i_n} \in \mathbb{Q}$.


Proof. ($\Leftarrow$) Suppose that $\dot{y} = \dot{a}_n x^n + \dot{a}_{n-1} x^{n-1} + \cdots + \dot{a}_0$ is a polynomial general solution of $F = 0$ with degree $n$. Then $(\hat{a}_0, \hat{a}_1, \cdots, \hat{a}_n)$ satisfies an algebraic equation: $G(\hat{a}_0, \hat{a}_1, \cdots, \hat{a}_n) = 0$ where $G \in \mathbb{Q}[z_0, \cdots, z_n]$ and is irreducible. Let $\hat{G} = G(P_0, P_1, \cdots, P_n)$ where $P_i = (-1)^{n-i} x^{n-i} \left( \frac{b_i}{x} \right)^{(n-i)}$. It is easy to know that $P_i \in \mathbb{Q}[x, y_0, \cdots, y_n]$, $y_k$ ($k \geq i$) appears linearly in $P_i$, and the coefficient of $y_i$ is a nonzero rational number. Hence $\hat{G} \in \mathbb{Q}[x, y_0, \cdots, y_n]$ is an irreducible polynomial. By Lemma 2.9, we have that $\hat{a}_i = P_i(y)$ for $i = 0, \cdots, n$. So if we regard $\hat{G}$ as a differential polynomial, we have that $\hat{G}(\hat{y}) = G(\hat{a}_0, \hat{a}_1, \cdots, \hat{a}_n) = 0$. Because $F$ and $\hat{G}$ are all irreducible and with order $n$, $F = p(x)\hat{G}$ where $p(x) \in \mathbb{K}$.

($\Rightarrow$) Suppose that $F$ has the form (2.4). Let

$$G = \sum C_{i_0, i_1, \cdots, i_n} z_0^{i_0} z_1^{i_1} \cdots z_n^{i_n} \in \mathbb{Q}[z_0, \cdots, z_n],$$

then $p(x)G(P_0, P_1, \cdots, P_n) = F$. Let $\hat{y} = \hat{a}_n x^n + \hat{a}_{n-1} x^{n-1} + \cdots + \hat{a}_0$ where $(\hat{a}_0, \hat{a}_1, \cdots, \hat{a}_n)$ is a generic zero of $G = 0$ and $\hat{a}_i \neq 0$, $\hat{a}_i$ are arbitrary constants. We will prove that $\hat{y}$ is a polynomial general solution. By Lemma 2.9, we know that

$$F(\hat{y}) = p(x)G(P_0(\hat{y}), \cdots, P_n(\hat{y})) = p(x)G(\hat{a}_0, \cdots, \hat{a}_n) = 0.$$  

Assume that $H \in \mathbb{K}[y]$ satisfies $H(\hat{y}) = 0$. Let $R = \text{rem}(H, F)$. Then $R(\hat{y}) = 0$. Assume that $R \neq 0$, we will get a contradiction. Since $y_n(k \geq i)$ appear linearly in $P_i$ and the coefficient of $y_i$ is a nonzero rational number, we can rewrite $R$ as the form

$$R = \sum b_{j_0,j_1,\cdots,j_n} P_{j_0}^{j_0} P_{j_1}^{j_1} \cdots P_{j_n}^{j_n} + h(x)$$

where $b_{j_0,j_1,\cdots,j_n}, h(x) \in \mathbb{K}$. Let $\hat{R} = \sum b_{j_0,j_1,\cdots,j_n} z_0^{j_0} z_1^{j_1} \cdots z_n^{j_n} + h(x)$. Then by Lemma 2.9, $\hat{R}(\hat{a}_0, \cdots, \hat{a}_n) = R(\hat{y}) = 0$. Hence $\hat{R} = M * G$ where $M \in \mathbb{K}[z_0, \cdots, z_n]$ because $(\hat{a}_0, \cdots, \hat{a}_n)$ is a generic zero of $G = 0$. That is, $p(x)R = M(P_0, \cdots, P_n) * F$, this is impossible. Hence $R \equiv 0$ which implies that $H \in \Sigma_F$ where $\Sigma_F$ as in (2.2). So $\hat{y}$ is a generic zero of $\Sigma_F$. From the definition of the general solution, $\hat{y}$ is a polynomial general solution. \(\Box\)

3. Rational general solution of first order autonomous ODE

In the following sections, $F$ will always be a non-zero first order autonomous differential polynomial with coefficients in $\mathbb{Q}$ and irreducible in the polynomial ring $\mathbb{Q}[y_1, y_2]$. We call a rational solution $\hat{y}$ of $F = 0$ nontrivial if $\text{deg}_x(\hat{y}) > 0$.

It is a trivial fact that for an autonomous ODE, the solution set is invariant by a translation of the independent variable $x$. Moreover, we have the following fact.

Lemma 3.1. Let $\hat{y} = \hat{a}_n x^n + \cdots + \hat{a}_0 \frac{b_{j_0,j_1,\cdots,j_n}}{x^{m-j_0} + \cdots + b_0}$ be a nontrivial solution of $F = 0$, where $\hat{a}_i, \hat{b}_j$ are constants and $\hat{a}_n \neq 0$. Then

$$\hat{y} = \alpha_n (x+c)^m + \cdots + \hat{a}_0$$

is a rational general solution of $F = 0$, where $c$ is an arbitrary constant.

Proof. It is easy to show that $\hat{y}$ is still a zero of $\Sigma_F$. For any $G \in \mathbb{K}[y]$ satisfying $G(\hat{y}) = 0$, let $R = \text{rem}(G, F)$. Then $R(\hat{y}) = 0$. Suppose that $R \neq 0$. Since $F$ is irreducible and $\text{deg}(R, y_1) < \text{deg}(F, y_1)$, there are two differential polynomials $P, Q \in \mathbb{K}[y]$ such that
The constants in a rational general solution of a first order autonomous ODE can be chosen in the universal constant extension of \( \mathbb{K} \). We do not know whether its constant field is exactly the universal constant extension of \( \mathbb{Q} \).

**Lemma 3.2.** The constants in a rational general solution of a first order autonomous algebraic ODE can be chosen in the universal constant extension of \( \mathbb{Q} \).

**Proof.** From Lemma 3.1, we need only to prove \( \bar{a}, \bar{b} \) can be chosen in \( \mathbb{Q} \). Substituting an arbitrary rational function (2.3) into \( F = 0 \), we have \( F = P(x)/Q(x) \), where \( P(x) \) and \( Q(x) \) are polynomials in \( x \) whose coefficients are polynomials in \( \bar{a}, \bar{b} \). Not that \( Q(x) \) do not always vanish because the rational function is of the form (2.3). Let \( P \) be the coefficients of \( P(x) \). Then \( (\bar{a}_0, \ldots, \bar{a}_n, \bar{b}_0, \ldots, \bar{b}_{m-1}) \) must be a zero of \( PS \) with \( \bar{a}_n \neq 0 \). Since \( \mathbb{Q} \) is algebraical closure, we can get a zero of \( PS \) in \( \mathbb{Q} \) with \( \bar{a}_n \neq 0 \). Hence \( \bar{a}_i, \bar{b}_j \) can be chosen in \( \mathbb{Q} \).

Lemma 3.1 reduces the problem of finding a rational general solution to the problem of finding a nontrivial rational solution. In what below, we will show how to find a nontrivial rational solution. First of all, we decide the degree of a nontrivial rational solution.

### 3.1. Parametrization of Algebraic Curves

In this subsection, we will introduce some basic concepts on the parametrization of an algebraic plane curve. Let \( F(x, y) \) be a polynomial in \( \mathbb{Q}[x, y] \) and irreducible over \( \mathbb{Q} \).

**Definition 3.3.** \( (r(t), s(t)) \) is called a parametrization of \( F(x, y) = 0 \) if \( F(r(t), s(t)) \equiv 0 \) where \( r(t), s(t) \in \mathbb{Q}(t) \) and not all of them are in \( \mathbb{Q} \). A parametrization \( (r(t), s(t)) \) is called proper if \( \mathbb{Q}(r(t), s(t)) = \mathbb{Q}(t) \).

Lüroth’s Theorem guarantees that we can always obtain a proper parametrization from an arbitrary rational parametrization (Van der Waerden, 1970; Gao and Chou, 1991).

**Lemma 3.4.** A proper parametrization has the following properties (Sendra and Winkler, 2001):

1. \( \deg_t(r(t)) = \deg(F, y) \)
2. \( \deg_t(s(t)) = \deg(F, x) \)
3. If \( (p(t), q(t)) \) is another proper parametrization of \( F(x, y) \), then there exists \( f(t) = \frac{at+b}{ct+d} \) such that \( p(t) = r(f(t)), q(t) = s(f(t)) \) where \( a, d, b, c \) are elements in \( \mathbb{Q} \) satisfying \( ad \neq bc \).
4. Assume that \( r(t) = \frac{r_1(t)}{r_2(t)} \) and \( s(t) = \frac{s_1(t)}{s_2(t)} \) where \( r_i(t), s_i(t) \in \mathbb{Q}[t] \). Let \( R(x, y) \) be the Sylvester-resultant of \( r_2(t)x - r_1(t) \) and \( s_2(t)y - s_1(t) \) with respect to \( t \). Then \( R(x, y) = \lambda F \) where \( \lambda \in \mathbb{Q} \).
3.2. Degree for Rational Solutions of First Order Autonomous ODEs

Since $F$ has order one and constant coefficients, we can regard it as an algebraic polynomial in $y, y_1$.

**Notation 3.5.** We use $F(y, y_1)$ to denote $F$ as an algebraic polynomial in $y$ and $y_1$ which defines an algebraic curve.

If $\bar{y} = r(x)$ is a nontrivial rational solution of $F = 0$, then $(r(x), r'(x))$ can be regarded as a parametrization of $F(y, y_1) = 0$. Moreover, we will show that $(r(x), r'(x))$ is a proper parametrization of $F(y, y_1) = 0$.

**Lemma 3.6.** Let $f(x) = \frac{p(x)}{q(x)} \not\in \mathbb{Q}$ be a rational function in $x$ such that $\gcd(p(x), q(x)) = 1$. Then $Q(f(x)) \neq Q(f'(x))$.

**Proof.** If $f'(x) \in \mathbb{Q}$ then the result is clearly true. Otherwise, $f(x), f'(x)$ are transcendental over $\mathbb{Q}$. If $Q(f(x)) = Q(f'(x))$, from the Theorem in Section 63 of (Van der Waerden, 1970), we have

$$f(x) = \frac{af'(x) + b}{cf'(x) + d}$$

where $a, b, c, d \in \mathbb{Q}$. Then

$$p(x) = a(q'(x)q(x) - p(x)q'(x)) + bq(x)^2$$

which implies that $q(x)(cp(x)q'(x) = 1$. So $c = 0$ or $q'(x) = 0$ which implies that $f(x) = (\frac{a}{b})f'(x) + \frac{b}{d}$ or $p(x) = \frac{c(p(x) + a}{xq'(x)q(x)}$ where $c_i \in \mathbb{Q}$. This is impossible, because $f(x)$ is a rational function and $p(x)$ is a nonconstant polynomial if $q(x) \in \mathbb{Q}$. □

**Theorem 3.7.** Let $f(x)$ be the same as in Lemma 3.6. Then $Q(f(x), f'(x)) = Q(x)$.

**Proof.** From Liroth's Theorem (Van der Waerden, 1970), there exists $g(x) = \frac{u(x)}{v(x)}$ such that $Q(f(x), f'(x)) = Q(g(x))$, where $u(x), v(x) \in \mathbb{Q}[x], \gcd(u(x), v(x)) = 1$. We may assume that $\deg(u) > \deg(v)$. Otherwise, we have $\frac{u}{v} = \frac{c}{d}$ where $c \in \mathbb{Q}$ and $\deg(w) < \deg(v)$, and $\frac{u}{v}$ is also a generator of $Q(g(x))$. Then we have

$$f(x) = \frac{p_1(g(x))}{q_1(g(x))}, f'(x) = \frac{p_2(g(x))}{q_2(g(x))} = \frac{g'(x)(p_1q_1 - p_2q_1)}{q_1}$$

which implies that $g'(x) \in Q(g(x))$. If $g'(x) \not\in Q$, we have

$$[Q(x) : Q(g'(x))] = [Q(x) : Q(g(x))][Q(g(x)) : Q(g'(x))].$$

However, we have $[Q(x) : Q(g(x))] = \deg(u)$ and $[Q(x) : Q(g'(x))] \leq 2\deg(u) - 1$. Hence $[Q(x) : Q(g(x))] = [Q(x) : Q(g'(x))]$. That is, $Q(g'(x)) = Q(g(x))$, a contradiction by Lemma 3.6. Hence, $g'(x) \in Q$ which implies that $g(x) = ax + b$. □

The above theorem implies that $(\bar{y}, \bar{y}_1)$ is a proper parametrization of $F(y, y_1) = 0$ if $\bar{y}$ is a nontrivial rational solution of $F = 0$. By Lemma 3.4, we have
Theorem 3.8. Assume that \( \bar{y} = \frac{P(x)}{Q(x)} \) is a nontrivial rational solution of \( F = 0 \). Let \( U = P(x) - yQ(x) \), \( V = P'(x) - yQ'(x) - y_1Q(x) \) and \( R \) be the Sylvester-resultant of \( U \) and \( V \) with respect to \( x \). Then \( R = \lambda F \) where \( \lambda \) is a non-zero element in \( \mathbf{Q} \).

The above theorem proves the intuition that if \( y = f(x) \) is a rational solution of \( F = 0 \) then \( F \) may be obtained by eliminating \( x \) from \( y = f(x) \) and \( y_1 = f'(x) \). It is easy to show that this result is not valid anymore for algebraic solutions.

Lemma 3.9. Let \( f(x) \) be the same as in Lemma 3.6. Then \( \deg_x(f(x)) - 1 \leq \deg_x(f'(x)) \leq 2 \deg_x(f(x)) \).

Proof. Since \( f(x) \) is rational, it is clear that \( \deg_x(f'(x)) \leq 2 \deg_x(f(x)) \). If \( q(x) \in \mathbf{Q} \), then \( \deg_x((\frac{p(x)}{q(x)})') = \deg_x(\frac{p(x)}{q(x)}) - 1 \). Assume that \( q(x) \notin \mathbf{Q} \). Let \( q(x) = (x - a_1)^{\alpha_1}(x - a_2)^{\alpha_2} \cdots (x - a_r)^{\alpha_r} \). Then

\[
\frac{p(x)}{q(x)}' = p' \prod (x - a_i) - p \left( \sum_{i=1}^r \prod_{j \neq i} \alpha_i (x - a_j) \right) \left( x - a_1 \right)^{\alpha_1+1} \left( x - a_2 \right)^{\alpha_2+1} \cdots \left( x - a_r \right)^{\alpha_r+1}
\]

Since \( p' \prod (x - a_i) - p \left( \sum_{i=1}^r \prod_{j \neq i} \alpha_i (x - a_j) \right) \) and \( \left( x - a_1 \right)^{\alpha_1+1} \left( x - a_2 \right)^{\alpha_2+1} \cdots \left( x - a_r \right)^{\alpha_r+1} \) have no common divisors, we have

\[
\deg_x((\frac{p(x)}{q(x)})') = \max\{\deg(p) + r - 1, \deg(q) + r\} > \deg_x(\frac{p(x)}{q(x)}) - 1.
\]

From Lemmas 3.4 and 3.9, we have proved the following key theorem.

Theorem 3.10. If \( F = 0 \) has a rational general solution \( \bar{y} \), then we have

\[
\begin{cases}
\deg_x(\bar{y}) = \deg(F, y_1) \\
\deg(F, y_1) - 1 \leq \deg(F, y) \leq 2 \deg(F, y_1)
\end{cases}
\]

From Theorems 2.7 and 3.10, we have the following corollary:

Corollary 3.11. Let \( d = \deg(F, y_1) \). Then \( F = 0 \) has a rational general solution iff \( \text{prem}(D_{d,d}, F) = 0 \).

Remark 3.12. In chapter X, vol 2 (Forsyth, 1959), there is a necessary and sufficient condition for a first order autonomous ODE to have a uniform solution by analytical consideration. However, the condition given here is simpler.

Remark 3.13. We may find a rational solution to \( F = 0 \) as follows. Let \( d = \deg(F, y_1) \). As in the Lemma 3.2, substituting an arbitrary rational function (2.3) of degree \( d \) into \( F = 0 \), we have \( F = P(x)/Q(x) \), where \( P(x) \) and \( Q(x) \) are polynomials in \( x \) whose coefficients are polynomials in \( a_i, b_j \). Note that \( Q(x) \) does not always vanish because the rational function is of the form (2.3). Let \( PS \) be the coefficients of \( P(x) \) as a polynomial in \( x \). Then (2.3) is a rational solution to \( F = 0 \) iff \( a_i, b_j \) are zeros of the polynomial equations in \( PS \). This method is not efficient for large \( d \) since it involves the solution of a nonlinear algebraic equation system in \( 2d \) variables. We will give more efficient algorithms in Sections 4.4.
In the paper (Sendra and Winkler, 1997), Sendra and Winkler proved that for a rational algebraic curve defined by a polynomial over \( \mathbb{Q} \) which is irreducible over \( \mathbb{Q} \), it can be parameterized over an extension field of \( \mathbb{Q} \) with degree at most two. Theorem 3.14 will tell us that \( F(y, y_1) = 0 \) can always be parameterized over \( \mathbb{Q} \).

**Theorem 3.14.** If \( F = 0 \) has a nontrivial rational solution, then the coefficients of the nontrivial rational solution can be chosen in \( \mathbb{Q} \).

**Proof.** From Theorem 3.1 in (Sendra and Winkler, 1997) and Theorem ??, we know that there exists a nontrivial rational solution \( r(x) \) of \( F = 0 \) whose coefficients belong to \( \mathbb{Q}(\alpha) \) where \( \alpha \in \mathbb{Q} \). From Lemma 3.1, we can assume that \( r(x) = \frac{\alpha_1(x) + p_2(x)}{x^n + \alpha q_1(x) + q_2(x)} \) where \( p_i(x), q_j(x) \in \mathbb{Q}(x) \). Assume that \( \alpha_1(x) + p_2(x) \) and \( x^n + \alpha q_1(x) + q_2(x) \) have no common divisors over \( \mathbb{Q}(\alpha)[x] \). We further assume that \( \deg(q_j(x)) \leq m-2 \), which may be achieved by a proper linear transformation. It is easy to check that \( \tilde{r}(x) = \frac{-\alpha_1(x) + p_2(x)}{x^n - \alpha q_1(x) + q_2(x)} \) is also a nontrivial rational solution of \( F = 0 \). Since both \( (r(x), r'(x)) \) and \( (\tilde{r}(x), \tilde{r}'(x)) \) are proper parametrizations of \( F(y, y_1) = 0 \), there exists an \( f(x) \) such that \( r(x) = \hat{r}(f(x)) \) and \( \hat{r}'(x) = \hat{r}'(f(x)) \). Since \( r'(x) = f'(x)f'(f(x)) \), we have \( f'(x) = 1 \) which implies that \( f(x) = x + c \) where \( c \in \mathbb{Q}(\alpha) \). Thus

\[
\frac{\alpha_1(x) + p_2(x)}{x^n + \alpha q_1(x) + q_2(x)} = \frac{-\alpha_1(x) + p_2(x)}{(x+c)^m - \alpha q_1(x) + q_2(x)}.
\]

Since \( \alpha_1(x) + p_2(x) \) and \( x^n + \alpha q_1(x) + q_2(x) \) have no common divisors, we have

\[
x^n + \alpha q_1(x) + q_2(x) = (x+c)^m - \alpha q_1(x) + q_2(x).
\]

If \( m > 0 \), we have \( c = 0 \) because \( \deg(q_j(x)) \leq m-2 \), which implies that \( p_1(x) = q_1(x) = 0 \). If \( m = 0 \), then \( r(x) \) is a polynomial. We can assume that \( r(x) = (a_n, \tilde{a}_n)x^n + \alpha_1(x) + p_2(x) \) where \( p_i(x) \in \mathbb{Q}(x) \), \( \deg(p_i(x)) \leq n-2 \) and \( a_n, \tilde{a}_n \in \mathbb{Q} \), where at least one of \( a_n \) and \( \tilde{a}_n \) is not 0. In a similar way, we have \( a_n = 0 \) and \( p_1(x) = 0 \).

**4. A polynomial-time algorithm for first order autonomous ODEs**

In this section, we will give an effective method with polynomial complexity.

**4.1. Structure of first order autonomous ODEs with rational solutions**

In order to present the algorithm, we need to analyze the structure of a first order autonomous ODE with nontrivial rational solutions. In this section, \( F = 0 \) is always a first order autonomous ODE. We write \( F \) as the following forms:

\[
F = A_d(y)yg_1^d + A_{d-1}(y)yg_1^{d-1} + \cdots + A_0(y)
\]

\[
F = F_d(y, y_1) + F_{d-1}(y, y_1) + \cdots + F_0(y, y_1)
\]

where \( A_i(y) \) are polynomials in \( y \), \( F_i(y, y_1) \) is the homogenous part of \( F \) with total degree \( i \), and \( d \geq d \). It is clear that \( d = \text{tdeg}(F) \) is the total degree of \( F \). We are going to assume that \( F = 0 \) has a nontrivial rational solution of the form

\[
y = \frac{P(x)}{Q(x)}, \quad \text{where } n = \deg(P(x)), m = \deg(Q(x)).
\]
By Theorem 3.10, we have $d = \max\{n, m\}$. As a corollary of the theorem on page 311 of (Forsyth, 1959), we have

**Lemma 4.1.** If $F = 0$ of the form (4.1) has a nontrivial rational solution, then

$$\deg(A_i(y)) \leq 2(d - i) \quad \text{for} \quad i = 0, \ldots, d.$$ 

In fact, the above lemma is still true for a first order ODE with variate coefficients which has no movable singularities (Matsuda, 1980).

**Theorem 4.2.** Assume that $F = 0$ of the form (4.2) has a nontrivial rational solution of form (4.3). We have

1. If $n > m$, then $\hat{d} = \deg(F,y) + 1$.
2. If $n \leq m$, then $\hat{d} = \deg(F,y)$.

**Proof.** In this proof, we use $F(y, y_1)$ to denote $F$. Replacing $y_1$ by $ty + z$,

$$F_d(y, ty + z) = \sum_{j=0}^{\hat{d}} C_{d,j} y^{d-j}(ty + z)^j = (\sum_{j=0}^{d} C_{d,j} y^j) y^d + B$$

where $B$ does not contain the term $y^d$. Because $\sum_{j=0}^{\hat{d}} C_{d,j} y^j \neq 0$, there exists a non-zero number $\bar{t} \in \mathbb{Q}$ such that $\sum_{j=0}^{\hat{d}} C_{d,j} y^j \neq 0$. Then $\hat{d} = \deg(F(y, ty + z)) = \deg(F(y, ty + z), y)$. It is not difficult to verify that $(F(y, ty + z))$ is still an irreducible polynomial and

$$\bar{y} = \frac{P(x)}{Q(x)} \quad \bar{z} = \frac{P(x)Q(x) - P(x)Q'(x) + \bar{t} P(x)Q(x)}{Q(x)^2}$$

is a proper parametrization of $F(y, ty + z) = 0$. So $\hat{d} = \deg(F(y, ty + z), y) = \deg(\bar{z})$. By Lemma 3.4 and the same analysis as in the proof of Lemma 3.9, we get

1. If $n > m$, then $\hat{d} = \deg(F(y, ty + z), y) = \deg(\bar{z}) = \deg(\bar{y}_1) + 1 = \deg(F(y, y_1), y) + 1$.
2. If $n \leq m$, then $\hat{d} = \deg(F(y, ty + z), y) = \deg(\bar{z}) = \deg(\bar{y}_1) = \deg(F(y, y_1), y)$.

□

Furthermore, we have

**Theorem 4.3.** Assume that $F = 0$ of the forms (4.1) and (4.2) has a nontrivial rational solution of form (4.3). Further assume that

$$F_d(y, y_1) = C_{d,k} y^{d-k} y_1^k + \cdots + C_{d,1} y^{d-1} y_1^1,$$

$$F_d(y, y_1) = C_{d,k} y^{d-k} y_1^k + \cdots + C_{d,1} y^{d-1} y_1^1,$$

$$A_0(y) = C_{p,0} y^p + \cdots + C_{2,0} y^2$$

where $C_{d,k} C_{d,1} C_{p,0} C_{2,0} \neq 0$. Then

1. $n > m$ iff $\hat{d} = \hat{p} + 1$. Moreover if $n > m$, then $k = n - m$.
2. $n < m$ iff $\hat{d} = \hat{p} - 1$. Moreover if $n < m$, then $\bar{k} = m - n$.
(3) \( n = m \) iff \( \bar{d} = \bar{p} \) and \( d = p \).

Proof. Case 1. Assume that \( n > m \), then the Laurent serie expansion of the solution \( \bar{y}(x) = \frac{P(x)}{Q(x)} \) at \( x = \infty \) has the form: 
\[ \bar{y}(x) = a_{n-m}x^{n-m} + \cdots + \sum_{j=0}^{\infty} a_jx^{-j} \]
(see Section 4.2). Substituting \( \bar{y}(x) \) into \( F \), for each monomial in \( F \), the highest degree of \( C_{\alpha,\beta}\bar{y}(x)^{\alpha_1}\bar{y}_1(x)^{\beta_1} \) equals to \( (n-m)(\alpha_i + \beta_i) - \beta_i \). Let \( N = \max\{(n-m)(\alpha_i + \beta_i) - \beta_i \} \), then there exists \( \bar{y} \) that \( \bar{y} \) appears in \( F \). Hence \( \bar{y} \) is a nontrivial rational solution is polynomial iff \( \bar{y} \) appears in \( F \). Suppose that \( \bar{y} \) appears in \( F \), then \( \bar{y} \) appears in \( F \), and \( \bar{y} \) appears in \( F \), which implies \( \bar{y} \) appears in \( F \). If \( \bar{y} \) appears in \( F \), then \( \bar{y} \) appears in \( F \), and \( \bar{y} \) appears in \( F \), a contradiction.

Case 2. Replace \( y \) by \( \frac{1}{y} \) and \( y_1 \) by \( \frac{1}{y_1} \) in \( F \) and multiply \( F(\frac{1}{y}) \) by \( z^{2d} \). By Lemma 4.1, we get an irreducible polynomial \( G(z) \). In \( G(z) \), the highest degree of the monomials is \( 2d - d \) and the lowest degree of the monomials is \( 2d - d \). Corresponding to (4.4), we have
\[
G(z) = G_{2d-d}(z) + G_{2d-d-1}(z) + \cdots + G_{2d-d}(z)
\]
\[
G_{2d-d}(z) = C_{d,2d}z^{2d-d-\beta} + \cdots + C_{d,2d-2d+d-1}z^{2d-d} + C_{d,2d-2d-d+1}z^{2d-d} + \cdots + C_{d,2d-2d-1}z^{2d-d}
\]
\[
G_{2d-d}(z) = C_{d,2d}z^{2d-d-k} + \cdots + C_{d,2d-2d-1}z^{2d-d} + \cdots + C_{d,2d-2d-1}z^{2d-d}
\]
\[
A_0(z) = C_{d,0}z^{2d-d} + \cdots + C_{d,0}z^{2d-d-\beta}
\]
Moreover, \( \bar{z} = \frac{Q(z)}{P(z)} \) is a rational solution of \( G(z) = 0 \). By the first case, \( m > n \) iff \( 2d - p > 2d - d - 1 \) and if \( m > n \), then \( \bar{z} = m - n \). In the other word, \( n < m \) iff \( d = p + 1 \) and \( \bar{z} = m - n \).

Case 3. Assume \( n = m \). By Theorem 4.2, \( d = \deg(F,y) = \max\{\deg(A_i(y))\} \). Since \( d = \max\{\deg(A_i(y))\} = \bar{d} \), \( d = \deg(A_i(y)) = \bar{p} \). As in the second case, we can obtain \( G(z) \), \( G_{2d-d}(z) \), \( G_{2d-d-1}(z) \) and \( A_0(z) \). By the same reason, \( 2d - d = 2d - p \), which implies that \( \bar{d} = \bar{p} \). The sufficiency is clear from the first case and the second case. □

In the special case \( m = 0 \), \( F \) will have the following particular type.

Theorem 4.4. If \( F = 0 \) has a nontrivial rational solution of the form (4.3), then the nontrivial rational solution is polynomial iff \( F \) has the following form:
\[
F = ay_n^p + by^{p-1} + G(y, y_1)
\]
where \( n = \deg(F, y_1) \), \( a, b \in \mathbb{Q} \) are not zero, \( t\deg(G(y, y_1)) \leq n - 1 \) and \( G \) does not contain the term \( y^{p-1} \).

Proof. (\( \Longrightarrow \)) Since \( m = 0 \), from Theorem 4.3, \( \bar{k} = n = \deg(F, y_1) \). Hence \( F_0(y) = C_{d,n}y^{2d-n}y_n^p \). From Lemma 4.1, \( d = n \). By Theorem 4.3 again, \( \bar{p} = n - 1 \). So \( F \) has the above form.

(\( \Longleftarrow \)) From Theorem 4.2, \( n > m \). Since \( F_0(y) = ay_n^p \), we have \( \bar{k} = n - m = n \) which implies \( m = 0 \). □
4.2. Computing the Laurent series solution of $F = 0$

The first step of our algorithm to find the rational solutions to $F = 0$ is to find the its Laurent series solutions. We consider a Laurent series of the following form

$$y(x) = \sum_{i=k}^{\infty} a_i x^i$$  \hspace{1cm} (4.5)

where $k$ is an integer and $a_i$ are in $\mathbb{Q}$. Assuming that $F = 0$ has a nontrivial rational solution of the form (4.3) the above theorem provides a method to compute the Laurent series expansion of some solution of $F = 0$ at $x = \infty$.

**Theorem 4.5.** Use the notations in (4.1), (4.2), and (4.4). Assume that $F = 0$ has a nontrivial rational solution of form (4.3). Substituting (4.5) into $F$, we obtain a new Laurent series

$$F(y(x)) = \sum_{i=m}^{\infty} L_i x^i$$

where $L_i$ are polynomials in $a_i$. We have

1. If $\bar{d} = \bar{p} + 1$, then in (4.5) let $k = \frac{d}{p} - 1$, $a_k = -\frac{C_p a_{\bar{d} + 1}}{C_{\bar{d} + 1}}$. We have

$$L_{k(\bar{d} - 1) + i} = C_{\bar{p},a} a_{\bar{d} + 1}(k - 1) a_i + H_i(a_{\bar{d} - 1}, \cdots, a_{i+1})$$ \hspace{1cm} (4.6)

where $i = \bar{d} - 1, \bar{d} - 2, \cdots, 0$, and $H_i \in \mathbb{Q}[a_{\bar{d} - 1}, \cdots, a_{i+1}]$. Moreover, $H_{\bar{d} - 1}(a_{\bar{d}}) = 0$.

2. If $\bar{d} = \bar{p}$ and $\bar{d} = \bar{p} - 1$, then in (4.5) let $k = \frac{d}{p} - 1$, $a_{\bar{d} - 1} = -\frac{(\bar{d} - 1)a_{\bar{d} - 2}}{C_{\bar{d} - 2}}$. We have

$$L_{(\bar{d} - 1) + i} = C_{\bar{p},0} a_{\bar{d} - 2}(l + 1 + i) a_i + K_i(a_{-1}, \cdots, a_{i+1})$$ \hspace{1cm} (4.7)

where $i = -1, -2, \cdots, K_i \in \mathbb{Q}[a_{-1}, \cdots, a_{i+1}]$. Moreover, $K_{\bar{d} - 1}(a_{-1}) = 0$.

3. If $\bar{d} = \bar{p}$ and $\bar{d} = \bar{p} - 2$, we can find a $\bar{c} \in \mathbb{Q}$ such that $F(y + \bar{c})$ satisfies the condition in case 2.

**Proof.** We will prove the first case. The second case can be proved in the same way. Note that $\bar{p} = \deg(F, y)$. First, we introduce some notations. Let $A = C_{d,k} y(x)^{d-k} y_1(x)^{\frac{d}{p} - 1} + C_{p,0} y(x)^{d-1}, B = F(y(x)) - A$. We will define a weight

$$w : \mathbb{Z}[x, a_i] \rightarrow \mathbb{Z}$$

which satisfies $w(st) = w(s) + w(t)$ and $w(x) = 1, w(a_i) = k - i$. Then $y(x)$ is an isobaric polynomial with the weight $k$ and $y_1(x)$ is an isobaric polynomial with the weight $k - 1$. Hence $A$ is an isobaric polynomial with the weight $k(d - 1)$ and the highest weight in $B$ is less than $k(d - 1)$. Then the weight of $L_{k(\bar{d} - 1) + i}$ is less than or equal to $k - i$. Therefore, $a_j$ can not appear in $L_{k(\bar{d} - 1) + i}$ for $j < i$ and $a_i$ can only appear linearly in the coefficient of $x^{k(d - 1) + i}$ in $A$. By the computation process, in the coefficient of $x^{k(d - 1) + i}$ in $A$, the terms containing $a_i$ are $C_{p,0} a_{\bar{d} - 2}(k - 1) a_i$. Since $a_i$ can not appear in the coefficient of $x^{k(d - 1) + i}$ in $B$, $L_{k(\bar{d} - 1) + i}$ has the form (4.6). In the following, we prove $H_{\bar{d} - 1}(a_{\bar{d}}) = 0$. 


From Theorem 4.3, we have that \( n > m \). Then the Laurent series expansion of \( \bar{y}(x) \) at \( x = \infty \) will have the form
\[
\bar{y}(x) = \bar{a}_{n-m}x^{n-m} + \cdots + \sum_{j=0}^{\infty} \bar{a}_{-j}x^{-j}
\]
Moreover, by the computation, we have \( \bar{a}_{n-m} = -\frac{C_p}{kF^{d-1}_k} = \bar{a}_k \). Now substituting \( \bar{y}(x) \) to \( F \), we have \( L_i = 0 \) for all \( i \leq k(d - 1) \) where \( L_i \) are obtained by replacing \( a_i \) with \( \bar{a}_i \) in \( L_i \) in (4.6).

In particular, \( L_k(d-1) - 1 = H_{k-1}(a_k) = 0 \).

We now prove the third case. From Theorem 4.3, we have \( n = m \). Then the Laurent series expansion of the solution \( \bar{y}(x) \) at \( x = \infty \) will have the form
\[
\bar{y}(x) = \bar{a}_0 + \bar{a}_{-1} \frac{1}{x} + \bar{a}_{-2} \left( \frac{1}{x} \right)^2 + \cdots
\]
Then \((\bar{a}_0, 0)\) will be a zero of \( F = 0 \) if we regard \( F \) as an algebraic polynomial. Hence \( A_0(\bar{a}_0) = 0 \). From Theorem 3.14, there is a rational solution of \( F = 0 \) whose coefficients are in \( \mathbb{Q} \), assume that this solution is \( \bar{y}(x) \). Then \( \bar{a}_0 \) must be a rational number. Hence \( \bar{a}_0 \) is a rational root of \( A_0(y) = 0 \). It is easy to know that \( F(y + \bar{a}_0) \) is still irreducible and \( \bar{y}(x) - \bar{a}_0 \) is one of the solutions of \( F(y + \bar{a}_0) = 0 \). Because \( \bar{y}(\infty) - \bar{a}_0 = 0 \), the degree of the numerator of \( \bar{y}(x) - \bar{a}_0 \) is less than that of its denominator. Hence \( F(y + \bar{a}_0) \) should satisfy the condition of case 2. \( \square \)

From Lemma 4.1, Theorem 4.2 and Theorem 4.5, we have an algorithm to compute the first \( m \) terms of a Laurent series solutions of \( F = 0 \) in some special case.

**Algorithm 4.6.** *Input: F and a positive integer m. Output: The first m terms of the Laurent series solution of F = 0 of form (4.5) or a message: F = 0 has no nontrivial rational solution.*

1. Rewrite \( F \) as the form (4.1), (4.2) and (4.4).
2. Let \( d_i = \deg(A_i(y)) \). For all \( i = 0, \cdots, d \), if \( d_i \leq 2(d - i) \), then go to next step. Otherwise by Lemma 4.1, \( F = 0 \) has no nontrivial rational solution; the algorithm terminates.
3. If \( \tilde{d} = \tilde{p} + 1 \), let \( k := \tilde{k}, a_k := \frac{C_p}{kF^{d-1}_k}, \) and \( \bar{y} := a_kx^k \).
   
   (a) \( C := \text{the coefficient of } x^{k(d-1)-1} \text{ in } F(\bar{y}) \). If \( C \neq 0 \) then by (4.6), \( F = 0 \) has no rational solutions and the algorithm terminates, else \( a_{k-1} := 0 \).
   
   (b) \( i := k - 2 \), while \( i \geq k - m + 1 \) do
      
      i. \( C := \text{the coefficient of } x^{k(d-2)+i} \text{ in } F(\bar{y}) \).
      ii. \( a_i := -\frac{C}{C_p,a_kx^{k-1}(k-1-i)} \).
      iii. \( \bar{y} := \bar{y} + a_ix^i \).
      iv. \( i := i - 1 \).
   
   (c) return(\( \bar{y} \)).
3. If \( \tilde{d} = \tilde{p} \) and \( \tilde{d} = \tilde{p} - 1 \), let \( k := -\tilde{l}, a_{-l} := -\frac{C_p,\bar{y}}{C^{d-1}_l}, \) and \( \bar{y} := a_{-l}x^{-l} \).
(a) $C := \text{the coefficient of } x^{-l(d+1)-1} \text{ in } F(\bar{y})$. If $C \neq 0$ then by (4.7), $F = 0$ has no rational solutions and the algorithm terminates, else $a_{-l-1} := 0$.

(b) $i := -l - 2$.

while $i \geq -l - m + 1$ do

i $C := \text{the coefficient of } x^{-ld+i} \text{ in } F(\bar{y})$.

ii $a_i := -\frac{C}{C_{p,0}a_{-l-1}(l+1+i)}$.

iii $\bar{y} := \bar{y} + a_i x^i$.

iv $i := i - 1$.

c) return$(\bar{y})$.

5 If $\bar{d} = \bar{p}$ and $p = d$, then let $r_1, \cdots, r_k$ be all solutions of $A_0(y) = 0$ in $\mathbb{Q}$. Let $i := 1$.

while $i \leq k$ do

(a) $F := F(y + r_i)$. Rewrite $F$ as the form (4.1), (4.2) and (4.4).

(b) If $F$ satisfies the assumption of step 2 and step 4, then go to step 4. In the step (a) of the step 4, if $C = 0$, then run the steps (b) and (c) and return$(\bar{y} + r_i)$, else go to the following step.

(c) $i := i + 1$

If for all $r_i$, we can not compute the first $m$ terms Laurent series solution for $F(y + r_i) = 0$ in the step 4, then $F = 0$ has no nontrivial rational solution by Theorem 4.5 and the algorithm terminates.

6 In all other cases, $F$ has no nontrivial rational solutions and the algorithm terminates.

The complexity of computing $\bar{y}^d$ where $\bar{y}$ is a polynomial in $\mathbb{Q}[x]$ with degree $m$ is $O(m^2d^2)$. By Lemma 4.1, the total degree of $F$ is at most $2d$ and the number of recurrence is at most $2md$. The complexity of factorization of a polynomial with degree $d$ in $\mathbb{Q}[x]$ is $O(d^3)$ (p. 411 (Gathen and Gerhard, 1999)). Hence Algorithm 4.6 is a polynomial time complexity algorithm. Here we only consider the number of multiplications (or divisions) in the algorithm.

REMARK 4.7. There is an algorithm based on the Newton Polygon method to compute Puiseux series solutions of differential equations (Cano, 1993; Duval, 1989; Grigor’ev, 1991). In general, we need to solve the high degree algebraic equations to find the Puiseux series solutions by Newton Polygon method. Here, the differential equations which we consider are special. By the analysis of the structures of these special differential equations, we can determine the first term of one of its Laurent series solutions from the degrees and the coefficients of the original equation. Then we need only to use rational operations in $\mathbb{Q}$ to find all of the coefficients of its Laurent series solutions.

4.3. Padé Approximants

The Padé approximants are a particular type of rational fraction approximation to the value of a function. It constructs the rational fraction from the Taylor series expansion of the original function. Its definition is given below (George and Baker, 1975).

DEFINITION 4.8. For the formal power series $A(x) = \sum_{0}^{\infty} a_j x^j$ and two non-negative
integers $L$ and $M$, the $(L, M)$ Padé approximant to $A(x)$ is the rational fraction

$$[L \setminus M] = \frac{P_L(x)}{Q_M(x)}$$

such that

$$A(x) - \frac{P_L(x)}{Q_M(x)} = O(x^{L+M+1})$$

where $P_L(x)$ is a polynomial with degree not greater than $L$ and $Q_M(x)$ is a polynomial with degree not greater than $M$. Moreover, $P_L(x)$ and $Q_M(x)$ are relatively prime and $Q_M(0) = 1$.

Let $P_L(x) = \sum_{i=0}^{L} p_i x^i$ and $Q_M(x) = \sum_{i=0}^{M} q_i x^i$. We can compute $P_L(x)$ and $Q_M(x)$ with the following linear equations in $p_i$ and $q_i$:

$$a_0 = p_0$$
$$a_1 + a_0 q_1 = p_1$$
$$\vdots$$
$$a_L + a_{L-1} q_1 + \cdots + a_0 q_L = p_L$$
$$a_{L+1} + a_L q_1 + \cdots + a_{L-M+1} q_M = 0$$
$$\vdots$$
$$a_{L+M} + a_{L+M-1} q_1 + \cdots + a_L q_M = 0$$

where $a_n = 0$ if $n < 0$ and $q_j = 0$ if $j > M$.

For the Padé approximation, we have the following theorems (George and Baker, 1975).

**Theorem 4.9.** (Frobenius and Padé) When it exists, the Padé approximant $[L \setminus M]$ to any formal power series $A(x)$ is unique.

**Theorem 4.10.** (Padé) The function $f(x)$ is a rational function of the following form

$$f(x) = \frac{p_0 x^l + p_{l-1} x^{l-1} + \cdots + p_0}{q_m x^m + q_{m-1} x^{m-1} + \cdots + 1}$$

iff the Padé approximants are given by $[L \setminus M] = f(x)$ for all $L \geq l$ and $M \geq m$.

### 4.4 A polynomial-time algorithm

Let $f(x)$ be a rational function. Rewrite $f(x)$ as the form: $f(x) = x^k \frac{P(x)}{Q(x)}$ where $k \in \mathbb{Z}$ and $P(0) \neq 0$, $Q(0) \neq 0$. Suppose that $a_0 + a_1 x + \cdots$ is the Taylor series expansion of $\frac{P(x)}{Q(x)}$ at $x = 0$. Then by the uniqueness of the Laurent series expansion, $x^k(a_0 + a_1 x + \cdots)$ is the Laurent series expansion of $f(x)$ at $x = 0$. So for a rational function $g(x)$, if $\sum_{i=k} a_i x^i$ is its Laurent series expansion at $x = 0$, then $\sum_{i=k}^\infty a_i x^{i+k}$ will be the Taylor series expansion of $x^{-k} g(x)$ at $x = 0$. Then we can find $x^{-k} g(x)$ by constructing Padé approximants to $\sum_{i=k}^\infty a_i x^{i+k}$. This means that to find a rational function, we need only to know its Laurent series expansion at $x = 0$. Since the Laurent series expansion of $g(x)$ at $x = \infty$ is equivalent to the Laurent series expansion of $g(\frac{1}{t^k})$ at $t = 0$, in order to find $g(x)$, we need only to find the Laurent series expansion of $g(x)$ at $x = \infty$. In Section 4.2, we presented a method to compute a Laurent series solution of $F = 0$ at $x = \infty$.

Now, we are ready to give the main algorithm.
Algorithm 4.11. Input is $F$. Output is a rational general solution of $F = 0$ if it exists. Also, if we find such a solution, it is of the following form

$$\bar{y} = \frac{a_n(x + c)^n + \cdots + a_0}{b_m(x + c)^m + \cdots + b_0}$$

where $a_i, b_j$ are in $Q$ and $c$ is an arbitrary constant.

1 $d := \deg(F, y_1)$. Compute the first $2d + 1$ terms of Laurent series solution of $F = 0$ by Algorithm 4.6. If it returns a series $\hat{y}(x)$, then go to next step; else the algorithm terminates.

2 Select an integer $k$ such that $z(t) := t^k \hat{y}(\frac{1}{t})$ is a polynomial and the first term of $z(t)$ is a non-zero constant.

3 $a_i :=$ the coefficient of $t^i$ in $z(t)$ for $i = 0, \ldots, 2d$. In (4.8), let $L = M = d$. Then we can find $q_i$ by solving the following linear equations (note that we have $q_0 = 1$):

$$\begin{pmatrix} a_1 & a_2 & \cdots & a_d \\ a_2 & a_3 & \cdots & a_{d+1} \\ \vdots & \vdots & \ddots & \vdots \\ a_d & a_{d+1} & \cdots & a_{2d-1} \end{pmatrix} \begin{pmatrix} q_1 \\ q_2 \\ \vdots \\ q_{d+1} \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}$$

If the above linear equation has no solutions, then the algorithm terminates. Otherwise, if the matrix $A$ is singular, from Theorem 4.9, we need only to select one of the solutions of the above linear equations.

4 $p_i := a_0q_i + a_1q_{i-1} + \cdots + a_dq_0$ for $i = 0 \cdots d$ and

$$r(t) := \frac{p_d t^d + p_{d-1} t^{d-1} + \cdots + p_0}{q_d t^d + q_{d-1} t^{d-1} + \cdots + 1}$$

5 $\hat{y}(x) := x^k r(\frac{1}{x})$. Substituting $\hat{y}(x)$ to $F$, if $F(\hat{y}) = 0$ then return $\hat{y} = (x + c)^k r(\frac{1}{x+c})$. Otherwise, $F = 0$ has no rational general solution.

By Lemma 2.6 and Theorem 2.7, we know that if $F = 0$ has a nontrivial rational solution, then every nontrivial formal Laurent series solutions of $F = 0$ must be the Laurent series of the rational solution. From Algorithm 4.6, we know that the Laurent series is nontrivial. By Theorem 3.10 and the discussion at the beginning of this subsection, the above algorithm is correct.

Now we give an example to show how Algorithm 4.11 works.

Example 4.12. Consider differential equation:

$$F = y_1^3 + 4y_2^4 + (27y_2^2 + 4)y_1 + 27y^4 + 4y^2 = 0.$$

1 Rewrite $F$ as the form (4.2)

$$F = 27y_1^3 + y_1 + 27y^2 + 4y_1 + 4y^2 + 4y_1 + A_0(y) = 27y_1^3 + 4y^2$$

2 Use the notation in Theorem 4.5. Since $\bar{d} = \bar{p} = 4$ and $\bar{d} = 1 = p - 1$, $F$ is in case 2 of Theorem 4.5.

3 $d := \deg(F, y_1) = 3$. By Algorithm 4.6, compute the first 7 terms of the Laurent series solution $\hat{y}(x)$ of $F = 0$:

$$\hat{y}(x) = \frac{1}{x} + \frac{1}{x^3}.$$
4.5. Experimental results

We implement Algorithm 4.11 in Maple. Two sets of experiments are performed.

In the first experiment, we randomly generate two hundred first order autonomous ODEs of \( \deg(F, y_1) = d \) and \( \text{tdeg}(F) \leq 2d \) for each \( d \) and compute the rational solutions for these equations. The result of the experiment shows that almost all of first order autonomous ODEs have no rational general solutions. The average running time is given in Table 1. Times are collected on a PC with a 2.66G CPU and 256M memory and are given in seconds. “no” in the last row of the table means there is no ODE which has a rational general solution among two hundred ODEs which we compute. From Table 1, we can see that the program gives a negative answer immediately. The reason is that we can decide that the ODEs do not have rational general solutions using the necessary conditions presented in Section 4 without computation.

In the second experiment, we generate first order autonomous ODEs having rational solutions based on Theorem 3.8 and then compute their rational solutions. Table 2 shows the computing times of the program for six examples. All of these examples are the case they have rational general solution. Times are collected on a PC with a 2.66G CPU and 256M memory and are given in seconds. We can see that the algorithm is generally very fast. In the table, “deg” means \( \deg(F_i, y_1) \), “tdeg” means \( \text{tdeg}(F_i) \), “term” means the number of terms in \( F_i \), “sol” means whether \( F_i \) has rational general solutions or not. The differential equations \( F_i = 0 \) are given in the appendix of this paper.

From Table 1, we can see that the new algorithm gives immediate negative answer to
Table 2. Timings for solving first order autonomous ODEs

<table>
<thead>
<tr>
<th></th>
<th>deg</th>
<th>tdeg</th>
<th>term</th>
<th>time(s)</th>
<th>sol</th>
<th>deg</th>
<th>tdeg</th>
<th>term</th>
<th>time(s)</th>
<th>sol</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_1)</td>
<td>7</td>
<td>9</td>
<td>35</td>
<td>0.771</td>
<td>yes</td>
<td>10</td>
<td>16</td>
<td>87</td>
<td>14.611</td>
<td>yes</td>
</tr>
<tr>
<td>(F_2)</td>
<td>8</td>
<td>15</td>
<td>77</td>
<td>6.580</td>
<td>yes</td>
<td>11</td>
<td>16</td>
<td>99</td>
<td>20.288</td>
<td>yes</td>
</tr>
<tr>
<td>(F_3)</td>
<td>9</td>
<td>18</td>
<td>94</td>
<td>20.678</td>
<td>yes</td>
<td>12</td>
<td>16</td>
<td>97</td>
<td>20.629</td>
<td>yes</td>
</tr>
</tbody>
</table>

almost all randomly generated ODEs. This is due to the structural properties in Theorem 4.5. From Table 2, we can see that the average running time of the new algorithm for first order autonomous ODEs with rational solutions is about thirty times faster than the old version in (Feng and Gao, 2004).

5. Conclusion

In this paper, we give a necessary and sufficient condition for an ODE to have a rational general solution and a polynomial algorithm to compute the rational general solution of a first order autonomous ODE if it exists.

As mentioned in Section 1, this work is motivated by the parametrization of differential algebraic varieties, which is still wide open. A problem of particular interests is to find conditions for a differential curve \(f(y, z) = 0\) to have rational differential parameterizations. Developing effective algorithms to compute rational solutions for ODEs of the form \(y' = R(x, y)\) is also very interesting. We may further ask whether we can define a differential genus for a differential curve similar to the genus of algebraic curves.
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### Appendix

$$F_1 = -870199 + 484y^2 + y^2 + 256y^2 + 3336568y^2 - 9244996y^2 + 339557y^2 - 55752y^2 - 18527499y^2 + 140154y^2 + 38016y^2 + 3660594y^2 + 457074y^2 - 16729917y^2 - 10334249y^2 + 231921y^2 - 70101y^2 - 405468y^2 + 30410229y^2 + 76914y^4 + 1536y^4 + 1408y^4 + 768y^4 + 32y^4 + 70744y^4 + 5784y^4 + 22512y^4 - 6912y^4 - 270y^4 - 14238y^4 - 60669y^4 + 20464y^4 - 3904y^4 + 504y^4 - 10y^4.$$  

$$F_2 = -11553673 + 1370992y^4 + 24251309y^4 + 4760y^6 + 54774469y^6 + 403850y^6 + 1411836y^6 + 17292y^8 - 520y^8 + 6374049y^8 - 33941592y^8 + 4496y^8 + 2211856y^8 + 8304550y^{14} + 37920y^{12} - 18941599y^{12} + 28262808y^{11} - 35708488y^{10} + 100967244y^9 + 261613684y^9 + 376852194y^8 - 299932766y^8 + 97568944y^8 + 129489688y^8 - 270400620y^8 + 94155264y^7 + 226173416y^7 + 6211809y^7 + 4528440y^7 + 293769y^7 + 616965y^7 + 9600y^7 + 12435y^7 + 15593673y + 1210024y + 42670992y + 94155264y - 7159269y - 226173416y^2 + 2138496y^2 + 270400620y^2 - 406248y^2 - 4265960y^2 + 1200y^2 - 60353y^2 + 255900y^2 - 5248y^2 + 16708y^2 - 1940467y^2 + 23080y^2 + 10922844y^2 + 5950676y^2 + 19721709y^2 + 89299784y^2 + 2500965y^6 - 30252096y^6 + 100447788y^6 + 7698138y^6 + 4450y^6 + 200y^6 + 400y^6 - 268864y^6 + 12948968y^6 + 97568944y^6 + 299932766y^6 - 376852194y^6 + 261613684y^6 + 100967244y^6 + 35708488y^{10} + 28262808y^{10} + 18941599y^{12} - 6366870y^{12} + 8304550y^{12} + 70350y^{12} - 712y^{12} + 462y^{12} - 15y^8.$$  

$$F_3 = -5148608y^8 + 4560724y^8 + 867528y^8 - 402120y^8 - 132y^8 + 48y^8 + 5773149y^8 + 4131976y^8 - 598320y^8 + 104125552y^8 + 34639164y^8 - 203944440y^8 + 39071466y^8 + 11690852213y^8 - 3323199538y^8 - 22370573820y^8 - 199602572y^8 + 3y^8 + 1961440322y^8 + 9482373284y^8 - 2423208852y^8 + 65755079y^8 + 292153069y^8 + 124774832y^8 - 3007082169y^8 + 600288110y^8 - 565086089y^8 + 3433802113y^8 - 12402856y^8 + 2763069y^8 + 571539y^8 + 39071466y^8 + 11690852213y^8 - 3323199538y^8 - 22370573820y^8 + 13^2.$$